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Abstract: This paper will be presented a hybrid ARIMA-LSTM model   for forecasting the stock price of Saudi Basic 

Industries Corporation (SABIC) on the TASI index, highlighting the growing importance of machine learning in financial 

market predictions. The advantages of the autoregressive integrated moving average (ARIMA) model are its ability to 

capture linear trends, and the advantages of the Long Short-Term Memory (LSTM) is good at modeling complex nonlinear 

relationships in time series data, so it is proposed to combine them in a hybrid model. The forecasting process begins with 

ARIMA, which identifies and addresses the linear components of the data. The residuals generated by ARIMA, which 

exhibit non-linear and stochastic characteristics, are then passed to the LSTM network to capture intricate patterns. By 

integrating both models, the ARIMA-LSTM hybrid approach is able to address both the linear and non-linear aspects of the 

stock data, leading to improved prediction accuracy. The anticipated outcomes are shown that the hybrid model outperforms 

individual models, which leads to the emphasizing its potential as a powerful forecasting tool. its potential as a powerful 

forecasting tool. This methodology is especially valuable in financial market analysis, where precise asset performance 

predictions are crucial for effective portfolio management and investment decisions. 
 

Keywords: Forecasting the stock price, Recurrent Neural Network, Hybrid ARIMA LSTM, Machine learning, Artificial 

neural network. 

 
 

1 Introduction  

The growing need for data-driven decision-making in the rapidly evolving financial markets is becoming increasingly clear. 

While traditional financial models and strategies have been effective in the past, they are no longer sufficient to address the 

complexities of today’s market environment. This paper seeks to improve stock market price prediction by combining the 

strengths of statistical models and machine learning (ML) techniques, ultimately enhancing portfolio optimization and risk 

management in financial institutions. The study is structured into five sections: Introduction, Section Two: Literature 

Review, Section Three: Models Used, Section Four: Results Summary, and Section Five: Conclusion. 

The proposed approach demonstrates superior performance, offering both reliability and adaptability when compared to other 

models. By incorporating a weighted version of the distribution, the third parameter increases its flexibility, enabling it to 

better represent the diverse characteristics of real-world data compared to its sub-models. 

2 Literature Review  

Data analytics plays a pivotal role in understanding market dynamics, enabling informed decision-making, and refining 

investment strategies in the stock market [1]. Predicting stock market trends has become increasingly important for 

formulating effective business strategies. Numerous academic fields, including computer science, statistics, economics, 

finance, and operations research, have shown a great deal of interest in projecting stock values. According to recent studies, a 
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key factor in market prediction is the abundance of publicly available data, including information from social media sites and 

Wikipedia. Because of the complicated interactions between so many elements that affect stock prices, stock market 

forecasting is a very difficult and complex task. By utilizing a variety of data sources, such as historical stock market 

performance, Twitter activity, real-time reactions to news events, and internet search trends, the incorporation of Internet of 

Things (IoT) analytics has greatly increased predictive research [3]. Research has further highlighted the value of financial 

news in assessing stock market volatility and predicting price movements [4]. Shares of publicly traded corporations are 

actively exchanged on the stock market, which is a dynamic financial environment. It serves as a crucial indicator of a 

country's economic health, offering information on business performance and the general business environment. 

 

 [5]. This research [6] utilized a (LSTM) model to predict the closing stock prices of four leading technology companies. The 

model's performance was evaluated using the root mean square error (RMSE), which demonstrated that the LSTM 

effectively captured the stock price trends of the companies with a high degree of accuracy. This study centers on algorithms 

based on machine learning and deep learning techniques [7]. These algorithms have shown superior accuracy when 

compared to traditional regression-based models. Artificial recurrent neural networks offer a robust solution for time series 

forecasting. This paper introduces a price prediction approach using two built-in Python models: LSTM and ARIMA. The 

data for this study is sourced from the Mulkia Gulf Real Estate dataset, which has been pre-processed and utilized for 

training deep learning models. After training, model evaluation is performed using several metrics: MAE, MSE, RMSE, 

validation loss, accuracy, and R² score [8]. 

 

The study [9] also employs LSTMs, mainly using standard parameters and their adjustments, within the Libra framework. 

The results suggest that, due to data variability and the lack of enhanced hardware or extended time for computation, LSTMs 

do not outperform the median metrics of the Libra model. The LSTM neural network exhibits remarkable proficiency in 

collecting temporal relationships in oil rate time series data while considering production restrictions. Additionally, the 

Particle Swarm Optimization (PSO) technique is utilized to refine the fundamental structure of the LSTM model, hence 

optimizing its predictive efficacy. [10]. This study [11] This article introduces BiLSTM-MLAM, a sophisticated multi-scale 

time series forecasting model that utilizes bidirectional (BiLSTM) networks to extract information from both forward and 

backward temporal directions in time series data. Furthermore, a multi-scale patch segmentation module divides the data into 

several extended sequences made up of uniform segments, allowing the model to identify patterns across different time scales 

by dynamically modifying segment lengths. 

 

.Another study [12] This research assesses the predictive efficacy of Long Short-Term Memory (LSTM) and eXtreme 

Gradient Boosting (XGBoost) models in projecting crude palm oil (CPO) production. The aim is to refine production 

planning, optimize inventory management, and strengthen CPO sales strategy. 

 

 [13] highlights the importance of accurate predictions to address the volatility in palm oil production and evaluates multiple 

forecasting algorithms. The study uses LSTM, XGBoost, and a hybrid LSTM-XGBoost model to assess backtesting 

performance, particularly in forecasting stock market trends. The experimental results reveal that the hybrid model 

significantly outperforms individual XGBoost and LSTM models in trend prediction accuracy across six international stock 

markets. 

 

Furthermore, a separate study [14] This research utilized four machine learning models—Support Vector Regression (SVR), 

eXtreme Gradient Boosting (XGBoost), Multi-Layer Perceptron (MLP), and Long Short-Term Memory (LSTM)—to predict 

MSI 20 prices based on multivariate time series data. The findings indicate that SVR had exceptional predictive performance, 

with the greatest accuracy of 98.9% with negligible mistakes. Future study may concentrate on improving the efficacy of 

XGBoost and exploring the viability of alternative models, such as CNN-LSTM, for stock market prediction. In a related 

study [15], The prediction of photovoltaic (PV) power for the forthcoming 24 hours is executed by integrating a time series 

forecasting model (LSTM) with a regression model (XGBoost), relying exclusively on direct irradiation data. Numerous 

climatic elements, such as irradiance, ambient temperature, wind speed, relative humidity, solar position, and dew point, 

were recognized as critical parameters affecting the variability of photovoltaic output. 

 

3 Utilized Models 

3.1 The ARIMA model 

The ARIMA model, which stands for Autoregressive Integrated Moving Average, is a robust and widely adopted statistical 

technique used for analyzing and forecasting time series data [16]. It is especially valuable for datasets that exhibit patterns or 

trends over time, such as financial market data, sales forecasts, and economic indicators. The model is built on three core 

components, each serving a specific purpose in capturing different aspects of the time series: 
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Autoregressive (AR) Component:    

The autoregressive element of the ARIMA model delineates the relationship between the present observation and its 

preceding values, usually known as lags. It fundamentally illustrates the impact of historical values on the present, which is 

especially crucial in time series research when observations are intrinsically associated throughout time. The quantity of prior 

periods included in the model is indicated by p, signifying the order of the autoregressive element. For example, if p = 2, the 

model employs the two most recent values to predict the present observation. The autoregressive framework assumes that 

future values can be represented as a linear combination of preceding observations. 

 

Integrated (I) Component: The integrated element of the ARIMA model tackles the issue of non-stationarity in time series 

data. Non-stationary data displays trends or changing patterns over time, complicating the forecasting process. To convert the 

data into a stationary series, differencing is utilized, whereby each observation is substituted with the difference between its 

current and preceding value. This method effectively eradicates trends, seasonality, and other non-stationary attributes. The 

differencing order, indicated as d, signifies the frequency of differencing required to attain stationarity. Upon achieving 

stationarity, the data becomes more conducive to modeling, hence improving the precision of future forecasts. 

Moving Average (MA) Component: The moving average part of ARIMA models the relationship between an observation 

and the residual errors of previous forecasts. Instead of using past observations directly, this component focuses on the 

forecast errors from previous periods. These errors represent the difference between the predicted and actual values and 

contain valuable information that can be used to adjust future predictions. The order q represents the number of past forecast 

errors that will be considered in the model. By incorporating past forecast errors, the model can correct for inaccuracies in 

earlier predictions and improve future forecasts. 

The combination of autoregressive (AR), integrated (I), and moving average (MA) components creates a strong foundation 

for time series data modeling. The ARIMA model is denoted as ARIMA(p, d, q), with p signifying the order of the 

autoregressive component, d representing the number of differencing operations necessary for stationarity, and q indicating 

the order of the moving average component. The adaptability of ARIMA allows it to handle a wide array of time series 

features, from basic linear trends to complex patterns, rendering it an effective forecasting instrument. 

 The key advantage of ARIMA is its simplicity and effectiveness in modeling data without requiring external predictors. 

However, it assumes that the underlying data is linear and stationary, which can be a limitation for datasets with non-linear 

trends or seasonality. To address this, variations of ARIMA, such as SARIMA (Seasonal ARIMA) and ARIMAX (ARIMA 

with exogenous variables), have been developed to handle seasonal patterns and incorporate external predictors, respectively. 

In practical applications, the ARIMA model is often used in conjunction with diagnostic tools like ACF (Autocorrelation 

Function) and PACF (Partial Autocorrelation Function) plots to identify the appropriate values for p, d, and q. These tools 

help in selecting the optimal configuration for the model, ensuring that it captures the underlying patterns in the data and 

provides accurate forecasts. 

Overall, ARIMA remains a cornerstone technique in time series forecasting, especially for financial and economic data 

where historical values play a significant role in predicting future trends. 

3.2 LSTM 
 

  The LSTM networks provide a sophisticated architecture inside Recurrent Neural Networks (RNNs), specifically designed 

to model and predict time series data, sequential patterns, and datasets with temporal relationships. [17]. In contrast to 

standard RNNs, LSTMs possess distinctive memory cells that enable them to capture long-term dependencies, thereby 

resolving the primary challenge that conventional RNNs encounter when learning from remote time steps. [18]. This 

capability makes LSTMs particularly well-suited for tasks involving sequential data, such as time series forecasting, natural 

language processing (NLP), and other applications where temporal relationships are key [19]. 

LSTMs have revolutionized the way sequence modeling problems are approached. Their ability to preserve information over 

extended periods enables deep learning models to not only retain knowledge but also effectively leverage it over long 

sequences, which is essential for many complex tasks that involve temporal dependencies. As a result, LSTMs have become 
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a powerful tool for a wide range of applications, from speech recognition to stock price prediction, where understanding the 

context of past events is crucial for making accurate forecasts [20]. 

3.3 A Hybrid ARIMA-LSTM Model  

The hybrid ARIMA-LSTM model combines the complementing advantages of Autoregressive Integrated Moving Average 

(ARIMA) and Long Short-Term Memory (LSTM) networks, providing a more resilient and accurate framework for time 

series forecasting. ARIMA, recognized for its efficacy in identifying linear patterns and trends, constitutes the model's 

foundation by addressing the stationary and linear elements of the time series. It methodically identifies relationships 

between observations and their prior values, ensuring that differencing is utilized when needed to eradicate trends and non-

stationary behavior, thus improving overall forecast accuracy. 

 

On the other hand, LSTM, a type of recurrent neural network (RNN), is specifically designed to address nonlinear 

dependencies and long-term temporal relationships in data. Unlike traditional RNNs, LSTMs use specialized gating 

mechanisms that allow the network to "remember" information over extended periods, making them particularly effective for 

sequential data with complex patterns and varying trends over time. 

By combining these two approaches, the hybrid ARIMA-LSTM model benefits from the linear modelling capabilities of 

ARIMA and the nonlinear pattern recognition of LSTM. This integration allows the model to effectively capture both short-

term fluctuations and long-term trends, which are common in real-world time series data, especially in domains such as 

financial markets, energy forecasting, and climate prediction. As a result, the hybrid model is highly adept at producing more 

precise and resilient forecasts, even when dealing with intricate, volatile, or noisy data [21-23]. 

4 Results Summary 
 

Figure 1 demonstrates that SABIC experienced notable price volatility, with a downward trend throughout the previous year. 

A sharp decline is particularly evident during the COVID-19 pandemic, followed by a gradual recovery over time. 

 

 

 

 

 
Fig. 1.Time series data for SABIC from 24 November 2014 to 24 November 2023. 

 



 J. Kno.Mana.App.Pra. 7, No. 1, 15-22 (2025)/ http://www.naturalspublishing.com/Journals.asp                                                            19 
  

 

 

© 2025 NSP 

 Natural Sciences Publishing Cor. 
 

 

Fig. 2: The Residual of ACF and PACF for the SABIC ARIMA (1,1,0) Model_1. 

Figure 2 displays the Residual Autocorrelation Function (ACF) for the SABIC Model_1, which shows the correlation 

between residuals at different lags along with their associated standard errors. The ACF values range between -0.035 and 

0.041, indicating weak correlations across various time lags, with the highest positive autocorrelation observed at lag 5 and 

the most significant negative autocorrelation at lag 16. The standard error remains consistent across all lags at 0.021, 

suggesting uniform error estimation. Notably, any autocorrelation values beyond ±1.96 times the standard error (±0.04116) 

may be considered significant, indicating potential patterns in the residuals that could require further examination. 

 

Figure 2 also presents the Residual Partial Autocorrelation Function (PACF) for the SABIC Model_1, showing the partial 

autocorrelations alongside their standard errors for lags 1 to 24. The PACF values, like the ACF, range from -0.035 to 0.041, 

with notable peaks at lag 5 (0.041), the highest positive partial autocorrelation, and at lag 16 (-0.035), the most significant 

negative partial autocorrelation. The standard error remains constant at 0.021 across all lags, ensuring uniform error 

evaluation. For partial autocorrelations to be considered significant, they must exceed the threshold of ±1.96 times the 

standard error (±0.04116). Most PACF values fall within this range, suggesting that the residuals are predominantly free from 

significant partial autocorrelations, further supporting that no major patterns are left unexplained in the model. 

 

The PACF indicates that the model's residuals do not exhibit significant dependence across the lags. This suggests that the 

model has successfully captured most of the underlying dynamics, leaving only minimal unexplained autocorrelation in the 

residuals. 

 

Fig. 3. The predicted, and the real value for SABIC. 
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Figure 3 demonstrates the alignment between the ARIMA (1,1,0) model and the actual data, highlighting the accuracy of the 

chosen modeling approach. The minimal error reinforces the model's effectiveness in capturing the underlying patterns. 

 

 
Fig. 4. Comparison of Real SABIC Data with LSTM, the hybrid and ARIMA                Model Predictions (24 November 

2014 to 24 November 2023) 

Figure 4 presents a comparison between the actual data and the prediction accuracy of the LSTM, hybrid, and ARIMA 

models for SABIC data covering the period from November 24, 2014, to November 24, 2023. The results indicate that while 

all models closely track the actual data, the hybrid model's predictions are more in sync with the actual data line, showcasing 

its slightly better predictive performance. 

 

Table 1. The Criteria to Evaluate Models 

Models MAPE MASE SMAPE 

Hybrid 0.00088869 0.00088869 0.00773635 

LSTM 0.01002203 0.01002203 0.01959017 

ARIMA 0.01170023 0.02081381 0.02024742 

 

The Hybrid model outperforms both LSTM and ARIMA across all evaluation metrics, delivering exceptional accuracy with 

minimal prediction errors. This superiority can be attributed to its ability to integrate the strengths of multiple modeling 

approaches, effectively capturing both linear and nonlinear patterns. While the LSTM model performs better than ARIMA, 

its error rates remain higher than those of the Hybrid model, indicating its limitations in fully capturing the dataset's 

complexity. On the other hand, ARIMA, although useful for simpler time-series data, shows the highest error rates, reflecting 

its struggle to accommodate the intricate dynamics of the dataset. 

5 Conclusions 

This study underscores the value of the three models—ARIMA, LSTM, and the hybrid model—in analyzing complex time-

series data and forecasting SABIC’s performance over recent years. The findings indicate that the hybrid model outperforms 

the others in terms of accuracy, with predictions that closely align with actual data. This is further supported by key statistical 

performance metrics such as MAPE, MSE, and SMAPE. While the ARIMA model proved effective in capturing the 

underlying data dynamics, evidenced by the absence of significant autocorrelation in the residuals, the hybrid model’s 
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integration of both ARIMA and LSTM features significantly boosted its predictive power. This made the hybrid model 

particularly well-suited for handling non-linear and complex fluctuations. The study also highlights the models' ability to 

capture major events, such as the COVID-19 pandemic, and their capacity to model the subsequent recovery trajectory. 

These results offer valuable insights for decision-makers, emphasizing the importance of utilizing advanced forecasting 

models to improve financial performance predictions and enhance strategic planning accuracy. 

Looking ahead, future research could explore the integration of other machine learning techniques, such as eXtreme Gradient 

Boosting (XGBoost), to further refine the predictive capabilities of stock price forecasting models. Additionally, expanding 

the scope of the model to include external variables, such as global market trends or geopolitical factors, could enhance its 

robustness and provide a more comprehensive approach to financial forecasting. 
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