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Abstract: Breast cancer remains a significant public health concern worldwide, prompting researchers to employ a combination of

deep learning and statistical models to forecast and classify breast cancer data among women across diverse regions. This methodology

facilitates the identification of mortality rate trends associated with breast cancer among females and pinpoints geographical regions

with high prevalence rates of the disease. Subsequently, this enables the exploration of potential solutions. This study aims to leverage

fuzzy time series and machine learning methodologies for breast cancer data prediction. The primary objective of this research is to

conduct a comparative analysis between the multilayer perceptron model and the fuzzy time series model within the framework of

breast cancer incidence data. This comparative analysis encompasses a spectrum of accuracy metrics to comprehensively evaluate the

performance of both models. Results demonstrate the superiority of the multilayer perceptron model over fuzzy time series model,

highlighting its efficacy in breast cancer prediction.
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1 Introduction

Developed countries prioritize patient data due to health importance, especially chronic diseases. In 2020, breast cancer
claimed 685,000 lives globally, with 2.3 million women diagnosed. Over five years, 7.8 million women received
diagnoses, making it the most prevalent cancer. Machine learning and statistical models analyze cancer prevalence,
categorize data by age groups and geography, identifying vulnerable communities and common factors in breast cancer
fatalities. Early detection is crucial, with various machine learning techniques available. This paper presents a
machine-learning model for automated breast cancer diagnosis, utilizing Recursive Feature Elimination (RFE) and CNN
techniques. Additionally, the article contrasts five algorithms: SVM, Random Forest, KNN, Logistic Regression, and
Naive Bayes classifier[1]. One in three individuals faces the risk of developing cancer, a prevalent disease today. Among
the critical cancers requiring early detection is breast cancer, where timely discovery significantly improves treatment
outcomes. Various techniques for early detection and prediction of breast cancer are under research and application. This
study aims to develop non-invasive, painless methods for early breast cancer diagnosis and prediction using data mining
algorithms. Utilizing a dataset comprising measurements of frequency bandwidth, substrate dielectric constant, electric
field, and tumor information, each of Weka’s data mining classification algorithms was evaluated for breast cancer
identification and prognosis. Results indicate that Random Forest and Straightforward CART are the two most efficient
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algorithms, achieving over 90% accuracy in detection. In this comparative study, the predictive capabilities of various
data mining methods were evaluated for the diagnosis of breast cancer using a dataset derived from antenna
measurements, employing a 10-fold cross-validation technique. The findings of this research indicate the feasibility of
accurately detecting breast cancer tumors in patients[2]. Metastatic breast cancer stands as the leading cause of
cancer-related deaths among women, primarily due to inadequate early detection measures. Through comprehensive data
analysis, we have determined that utilizing blood profile data as a non-invasive machine-learning technique holds
promise for early detection of breast cancer metastasis. Our findings reveal that the Decision Tree (DT) classifier
outperformed the other nine algorithms evaluated, including ensemble and logistic regression models, achieving an
accuracy of 83%. While the current accuracy rate may not be deemed particularly high, it has the potential for
improvement by incorporating additional attributes such as serum biomarkers, vitamin D3 and B12 levels, liver and
kidney function tests, and other relevant measurements. In addition to validating our hypothesis, our future endeavors
will focus on deploying our web interface across hospitals with diverse specialties to establish a comprehensive cancer
database with expanded attributes. By leveraging a range of statistical techniques and machine learning models, we aim
to develop a precision medicine platform capable of enhancing overall survival rates and reducing healthcare costs for
cancer patients, all from a single drop of blood[3].

Breast cancer ranks as the second deadliest disease globally, claiming more women’s lives than any other ailment,
not confined to India alone. In 2011, one in eight females in the USA was diagnosed with cancer, underscoring its
widespread impact. Breast cancer can manifest benignly or malignantly due to abnormal breast cell division, leading to
its development. Hence, early detection is paramount, potentially saving numerous lives and enabling successful
treatment. This paper assesses the efficacy of various machine learning algorithms, including Support Vector Machine,
K-Nearest Neighbor, Naive Bayes, Decision Tree, K-means, and Artificial Neural Networks, in predicting breast cancer
at an early stage, utilizing the Wisconsin Diagnostic dataset [4].

Breast cancer, a leading cause of cancer mortality among women, garners significant research interest due to its
prevalence and severity. This study explores the application of five classification models to breast cancer datasets to
identify potential correlations for reducing breast cancer mortality risk. Comparative analysis of the models, including
Decision Tree, Random Forest, Support Vector Machine, Neural Network, and Logistic Regression, highlights the
Random Forest model’s superior performance. The findings underscore the clinical and practical value of the developed
model for real-world breast cancer diagnosis and management. Overall, this research contributes to advancing predictive
modeling in breast cancer research [5].

This study employs classification techniques, including DT, SVM, RF, LR, and NN models, to predict breast cancer
types based on various attributes. The outcomes of these predictions aim to minimize incorrect diagnoses and inform the
development of effective treatment strategies. Two datasets were utilized in this research: the WBCD dataset comprising
699 volunteers and 11 attributes, and the BCCD dataset with 116 volunteers. Through preprocessing, 683 volunteers
with 9 attributes were extracted from the raw data of the WBCD dataset, along with an index indicating the presence
of malignant tumors. The classification models were evaluated based on accuracy, F-measure, and ROC curve analysis.
Results favored the Random Forest (RF) model as the primary classification method in this study. These findings serve as
a valuable guide for experts in accurately identifying the type of breast cancer [6].

Breast cancer stands as a significant cause of global fatalities among women, necessitating effective methodologies
for data organization and analysis, particularly in the medical field. This study compares four machine learning
algorithms—Decision Tree (C4.5), Naive Bayes (NB), Support Vector Machine (SVM), and k Closest Neighbors
(k-NN)—on the Wisconsin Breast Cancer datasets to assess their effectiveness and efficiency in data classification. The
primary aim is to evaluate accuracy, precision, sensitivity, and specificity of each algorithm, with SVM demonstrating
the highest accuracy 97.13% and lowest error rate. All experiments are conducted using WEKA data in a simulated
environment [7].

This study aims to compare the Multilayer Perceptron model and the Fuzzy Time Series model using breast cancer
incidence data, employing various accuracy metrics for a comprehensive analysis. The research is structured into six
sections: Introduction, Methodology (Sections Two and Three), Data Description (Section Four), Accuracy Measurements
Results (Section Five), and Conclusion (Section Six).

2 Fuzzy Time Series

Fuzzy time series analysis is a subfield of time series forecasting that uses fuzzy logic to effectively manage uncertainty
and imprecision in time series data[8]. Fuzzy time series models differ from typical time series analysis approaches by
accommodating linguistic phrases or fuzzy sets instead of relying solely on precise numerical values for representation
and manipulation[9]. Fuzzy time series analysis involves expressing time series data and forecasting algorithms using
linguistic variables and fuzzy sets. These language variables denote qualitative descriptions, such as ”low,” ”medium,”
and ”high,” instead of exact number values[10]. Fuzzy sets enable the depiction of uncertainty by giving membership
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degrees to elements within a set.
The primary stages encompassed in fuzzy time series analysis comprise:
Fuzzification: This process entails transforming numerical time series data into fuzzy sets or language variables.
Fuzzification methods assign each data point to one or more linguistic terms using predetermined linguistic terms or
fuzzy partitions[11].
Rule Generation: In the context of fuzzy time series analysis, the process of creating forecasting rules involves
examining patterns that have been discovered in past data[12]. These criteria provide the connections between the
imprecise collections of past data and the imprecise collections of future forecasts. The methods for generating rules
differ based on the particular fuzzy time series model employed.
Forecasting is the application of established rules to anticipate future values of a time series. These rules are based on
the present and past fuzzy sets. The forecasting process entails combining the fuzzy sets based on certain criteria to
provide a fuzzy prediction. This forecast is then transformed into a precise numerical forecast through the process of
defuzzification.
Defuzzification refers to the procedure of transforming fuzzy sets or fuzzy forecasts into accurate numerical values.
Several defuzzification approaches can be utilized, such as centroid, weighted average, and height-based algorithms [13].

3 Multilayer Perceptron

The Multilayer Perceptron (MLP) is an artificial neural network (ANN) that consists of many layers of neurons,
including an input layer, one or more hidden layers, and an output layer[14]. The process of training a Multilayer
Perceptron (MLP) comprises doing forward propagation to calculate predictions and then using backpropagation to
adjust the weights and biases based on the mistakes in the predictions [15].
The features of the Multilayer Perceptron: The input layer comprises neurons that act as representations of the
characteristics or input variables of the dataset[16]. Every individual neuron is associated with a specific feature, and the
values that are inputted into these neurons function as inputs to the network [17].
The hidden layers: The concealed layers serve as intermediary layers situated between the input and output layers [18].
Every hidden layer is composed of several neurons, also known as nodes, which are responsible for executing
computations on the inputs received from the preceding layer [19]. The neurons’ activation function introduces
non-linearity, allowing the network to effectively represent intricate relationships in the data.
The output layer is responsible for generating the ultimate predictions or outputs of the neural network [20]. The
quantity of neurons within the output layer is contingent upon the characteristics of the given task. In binary
classification tasks, a single neuron is typically responsible for expressing the likelihood of belonging to a single class.
Conversely, in multi-class classification tasks, numerous neurons are employed to represent the probabilities associated
with distinct classes. In regression tasks, it is customary to have a single neuron assigned to each output variable.
The activation functions are utilized to introduce non-linearity into the neural network, hence enabling it to acquire
knowledge of intricate patterns within the given dataset [21]. The activation functions commonly employed in multilayer
perceptrons (MLPs) encompass the sigmoid (loop) function, hyperbolic tangent (tanh) function, and rectified linear unit
(ReLU) function.
The weights and biases play a crucial role in neural networks, as they regulate the strength of connections between
neurons in adjacent layers [22]. Furthermore, every neuron possesses a corresponding bias term that enables it to
autonomously modify its output based on the inputs In the process of training, the neural network acquires knowledge of
the most advantageous values for the weights and biases to minimize the loss function.
The training: Multilayer Perceptions (MLPs) undergo training through the utilization of optimization methods, such as
stochastic gradient descent (SGD) [23]. These algorithms iteratively modify the weights and biases to decrease the
disparity between the anticipated outputs and the actual targets (labels or values) included in the training data.

4 The accuracy measurements

To investigate the effectiveness of the suggested models, the symmetric mean absolute percentage error (SMAPE) in
equation (1), the mean absolute scaled error (MASE) in equation (2), and the mean absolute percentage error (MAPE) in
equation (3) are used[24,25].

SMAPE =
1

n

n

∑
i=1

|ei|

|yi|+ |ŷi|
(1)
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5 Data description

Breast cancer data among women in the United States of America were analyzed, sourced from the National Center for
Health Statistics (NCHS), Centers for Disease Control and Prevention, 2021[26].

Fig. 1: Trends in death rates, 1930-2019

Table 1: The Predicted values of death rate.

Case Processing Summary

N Percent

Sample Training 63 70.00%

Testing 27 30.00%

Valid 90 100.00%

Excluded 00

Total 90

The analysis of Figure 1 reveals a gradual decrease in the death rate associated with breast cancer over the years 1930
to 2019, alongside variations in mortality rates. This highlights the importance of understanding and forecasting these
patterns to develop effective prevention strategies.
Figure 2 illustrates the projected estimates of death rates, generated from models constructed using the dataset. These
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Fig. 2: The Predicted values of death rate

Table 2: The accuracy of each model

MAPE MASE SMAPE

Fuzzy 0.055346441 0.36341117 0.050957629

MLP 0.006072353 0.31665608 0.006166896

projected values provide valuable insights into the future trajectory of mortality rates associated with breast cancer. Such
information can be instrumental in guiding policymakers and healthcare professionals to formulate effective
interventions and allocate resources appropriately. The data was partitioned into training and testing sets, with 70%
allocated for training and the remaining 30% for testing. This approach ensures that the constructed models undergo
adequate training and demonstratne robust generalization capabilities when applied to new data.
Table 2 presents the accuracy metrics for both the fuzzy time series (Fuzzy) and Multilayer Perceptron (MLP) models,
encompassing Mean Absolute Percentage Error (MAPE), Mean Absolute Scaled Error (MASE), and Symmetric Mean
Absolute Percentage Error (SMAPE). The findings indicate that the MLP model outperforms the fuzzy time series
model, demonstrating superior predictive performance across all accuracy criteria.

6 conclusion

The results of this study underscore the superior performance of the Multilayer Perceptron (MLP) model compared to
the fuzzy time series model in predicting breast cancer mortality rates. The comprehensive evaluation of accuracy
metrics provides compelling evidence supporting the assertion that the MLP model is more suitable for forecasting
breast cancer mortality rates. This finding carries significant implications for healthcare policy, practice, and research. By
leveraging the accurate predictions generated by the MLP model, healthcare stakeholders can devise evidence-based
strategies to reduce breast cancer mortality rates and improve patient outcomes. Moreover, these findings emphasize the
importance of employing sophisticated modeling tools to deepen our understanding of complex healthcare challenges
and facilitate informed decision-making processes. Moving forward, it is imperative to conduct further research in this
area to refine predictive models, integrate additional data sources, and validate findings across diverse populations.
Through the adoption of cutting-edge techniques and collaborative partnerships spanning multiple disciplines, we can
advance our efforts in combating breast cancer and enhancing overall public health outcomes.
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[2] M. K., Keleş. Breast cancer prediction and detection using data mining classification algorithms: a comparative study. Tehnički
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