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Abstract: The correct diagnosis and staging of this complex inflammatory disease that majorly affects the lungs, such as 
Sarcoidosis, are very important. Therefore, this research focuses on differentiating the four stages of Sarcoidosis using 
chest X-ray images with the application of three machine learning classifiers: K-Nearest Neighbours, Support Vector 
Machine, and Artificial Neural Network. GLCM was used for feature extraction after segmentation using Otsu's method, 
and K-means clustering was used to enhance feature reliability and accuracy. This shows that, in the case of using Otsu's, 
the distinction of the stages of Sarcoidosis is better since our analysis showed higher average Jaccard Indexes than K-
means and no segmentation. Performance evaluation for the classifiers was done using several metrics, including accuracy, 
precision, recall, and the F1 score. It was found that the results, generally across most of the modelled stages, performed 
well using both KNN and SVM. However, for Stage 2, KNN produced the best result, producing an accuracy of 97.83%, 
while SVM immediately did so for Stage 4, creating an accuracy of 97.1%. Thus, both models poorly classified instances 
of Stage 4, while the ANN model had poor precision and recall for Stage 4. Although ANN had high accuracy with the 
Normal and Stage 4 classes, low recalls across the rest of the stages lowered its overall performance. The confusion 
matrices further reiterated that the accurate classification of Stage 4 sarcoidosis was still challenging. Results thus reiterate 
the need for refining segmentation and feature extraction techniques to gain better classifier performance. This study 
concludes that while machine learning classifiers show promise for sarcoidosis staging, significant segmentation, and 
feature extraction improvements are needed to achieve reliable and precise diagnostic outcomes.  
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1 Introduction  

Sarcoidosis is a rare multi-system inflammatory disease 
mainly where granulomas are formed in multiple organs, 
commonly including the lungs, with poorly understood 
causes [1, 4]. Sarcoid is not poorly misunderstood but is 
also commonly misdiagnosed, and diagnosing it remains a 
challenge for clinicians despite all of its history [5]. 
Diagnostic delay for Sarcoidosis is around 8 months, which 
causes unfavorable outcomes such as ongoing pain and 
discomfort for newly diagnosed patients [6]. 

The leading site of involvement is the lung, as 90% of its 
patients have manifestations in the lung [7], allowing it to 
be diagnosed radiographically. However, other symptoms 
include persistent dry cough, eye and skin manifestations, 
weight loss, fatigue, night sweats, and erythema nodosum 
[8]. 

Sarcoidosis is categorized into 4 stages [9], which are: 

• Stage 1: Characterized by the presence of bilateral hilar 

adenopathy and lung function tests are impaired for 
20% of patients in this stage. 

• Stage 2: Characterized by bilateral hilar adenopathy 
and reticular opacities. 

• Stage 3: Reticular opacities have shrinking hilar nodes 
(mainly infiltrates). 

• Stage 4: Reticular opacities have fibrosis. 

Chronic Sarcoidosis may persist for years, causing 
relentless loss of lung functions and destruction of lung 
alveolar architecture. Sarcoidosis is benign for most 
patients, but for some of its patients, it can be life-
threatening with an age-mortality rate that's been increasing 
over time,  and it is also suggested to increase cancer risks 
with cancer. Its diagnosis is often delayed due to how 
frequently its symptoms are regarded as manifestations of 
other pulmonary diseases. 

Other studies found that sarcoidosis patients had a 20% 
increased cancer risk in 3–10 years after diagnosis and a 
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10% increased risk after more than 10 years after diagnosis.
[10]. Sarcoidosis has noticeable co-morbidities such as 
hyperlipidemia, obesity, thyroid disease, diabetes, 
osteoporosis, coronary heart disease, asthma, hypertension, 
chronic renal disease, and chronic obstructive pulmonary 
disease (COPD) [11], making it very dangerous for people 
with underlying conditions, which may increase the 
difficulty of diagnosing it. 

Traditional methods for diagnosing Sarcoidosis are based 
on clinical assessments, laboratory tests, and manual 
examining radiographic image examinations [4, 5]. Still, 
these methods are time-consuming and prone to errors or 
misinterpretation, an issue due to the disease's rarity. 

Chest radiographs are abnormal in more than 90% of 
sarcoidosis patients with Sarcoidosis [7]. 

Automatic diagnosis using artificial intelligence (AI) and 
machine learning techniques holds immense potential for 
improving the management of rare diseases. These 
innovative approaches can facilitate early detection, 
enhance diagnostic accuracy, personalize treatment plans, 
streamline diagnostics, accelerate drug development, and 
optimize disease monitoring. By leveraging AI's ability to 
analyze vast amounts of medical data and identify patterns 
indicative of rare conditions, clinicians [10] can better serve 
patients with these often complex and challenging diseases. 
As a result, automatic diagnosis can revolutionize the 
landscape of rare disease diagnosis and treatment, 
ultimately leading to improved patient outcomes and a 
higher quality of life [10]. 

Machine learning techniques are being researched for auto-
diagnosis due to the rarity of the Sarcoid disease, which 
causes a lot of experts to miss diagnosing it, so an auto-
diagnosis system for it is expected to help a lot of 
Sarcoidosis in patients early. 

1.1 Related Works 

Recently, much effort has been put into the automated 
diagnosis of diseases (including Sarcoidosis). For example, 
Van der Sar et al. [11] proposed a new technology called 
"eNose," which analyses breathing patterns to diagnose 
cases of Sarcoidosis using machine learning techniques and 
achieved an accuracy of 87.1%. 

Lovin Fosse et al. [12] proposed a machine learning system 
to differentiate between Sarcoidosis and another disease 
known as Lymphoma where 215 features were extracted 
from computed tomography PET scans segmented via 
RadiomiX toolbox and classified using a Random Forest, 
Support Vector Machine (SVM) with radial bias, Naive 
Bayes and Linear Regression. This proposed system 
achieved an accuracy of 85% per patient and 94% per 
lesion; however, it does not classify different stages of 
Sarcoidosis. 

Baghdadi et al. [13] proposed a method using deep neural 
networks to differentiate between Sarcoidosis and 

Tuberculosis, another disease that Sarcoidosis is often 
confused with; that proposed method achieved an accuracy 
of 98.67%. However, the proposed method could not 
identify the exact stage of Sarcoidosis. 

De Lima et al. [14] proposed a machine learning system to 
use a forced Oscillation Technique (FOT) to get signals 
from an individual respiratory to track symptom change 
with a rule-based fuzzy system to help clinicians track 
sarcoidosis system and diagnose it correctly. 

Bobbio et al. [15] employed random forest on symptoms 
shown by patients to predict the outcome of cardiac 
sarcoidosis cases in a study involving 141 patients 
published in 2023. This system didn't actually diagnose 
patients and instead was applied to pre-diagnosed patients, 
it also focused on sarcoidosis cases in the heart rather than 
the lung. 

Urinbayev et al. [16] created an end-to-end diagnosis 
system combining three machine learning classifiers in 
sequence using the ChexNet Neural Network Model trained 
by multiple datasets of different body organs. The first 
model decides if an image is an x-ray, and the second 
classifies x-ray type while the last detects actual disease 
symptoms. The proposed system achieved an AUC score of 
0.84; however, it was only capable of detecting symptoms 
such as effusions and nodules, but it was not capable of 
diagnosing a disease such as Sarcoidosis. 

Lu et al. [17] proposed a method to use traditional machine 
learning models such as Logistic Regression and Support 
Vector Machine to predict adverse heart effects that may 
affect a sarcoidosis patient and managed to achieve high 
accuracy with an AUC of more than 0.90. Koth et al. [18] 
proposed a machine learning system that applies random 
forest on blood transcriptome data that distinguishes 
sarcoidosis cases with 0.92 sensitivity and 0.92 specificity. 

2 Materials and Methods 

2.1  Dataset 

To conduct this study, we compiled 460 normal and 230 
Sarcoidosis images from six national hospitals in Egypt. 
Fig. 1 shows the dataset samples for the four stages of 
Sarcoidosis cases. 

 
(a)                                            (b) 
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                    (c)                                        (d) 
Fig. 1: The four stages of Sarcoidosis: a) Stage 1 , b) Stage 
2 , c) Stage 3 and  d) Stage 1. 

2.2 Proposed Methodology 

This section details the methodology employed to construct 
a system for diagnosing various stages of Sarcoidosis. The 
flowchart outlines in Fig. 2 a methodology for building a 
system to diagnose various stages of Sarcoidosis. First, 
chest X-ray images are pre-processed by resizing and 
normalizing them. Then, image segmentation is performed 
using either Otsu’s thresholding or K-means clustering to 
isolate regions of interest. Next, feature extraction is 
conducted to quantify relevant characteristics from the 
segmented regions. Finally, machine learning models 
including SVM, KNN, and ANN are employed to classify 
the extracted features and differentiate between various 
stages of Sarcoidosis. The performance of the system is 
then evaluated using unspecified metrics. 

The steps detailed methodology employed to construct a 
system for diagnosing various stages of sarcoidosis process 
are outlined as follows: 

 
Fig. 2: Methodology for building a system for diagnosing 
different stages of Sarcoidosis. 

2.3  Preprocessing  

To enhance the classification outcomes, several pre-
processing steps were undertaken. The tasks accomplished 
during pre-processing are detailed below: 

2.3.1  Image Resizing 

The X-ray image datasets for this study were sourced from 
multiple origins, resulting in various image sizes. Each 
network can only process a specific image size. Therefore, 
all images were resized to be 224	𝑋	224. 

2.3.2  Image Normalization 

Different X-ray device manufacturers may produce varying 
image qualities, potentially leading to overfitting due to 
device-specific pixel distributions [19]. To minimize this 
issue, contrast normalization was applied, standardizing 
pixel distribution and ensuring consistency. This 
normalization made X-rays appear slightly darker and 
provided a standardized view not typically seen in 
radiologists' regular work environments. Using the 
Reinhard and Macenko methods, X-ray images were stain-
normalized, reducing color discrepancies and improving 
EfficientNet model classification accuracy. 

2.3.3  Data Augmentation 

The normalized X-ray images were further augmented 
before being fed into the segmentation step [20]. Data 
augmentation increases the number of original images in a 
collection, mitigating overfitting by providing a broader 
training dataset. In this study, the number of normal images 
was 460, double that of Sarcoidosis- images. Consequently, 
the Sarcoidosis images were augmented from 230 to 460. 
Table 1 illustrates the augmentation settings used on the 
stain-normalized X-ray images. 

Table 1: The settings of the data augmentation applied to 
X-ray images. 

Augmentation Type Value 

Rotation range 5∘ and 10∘ 

Range of width shifts 0.1 

Range of height shift 0.1 

2.4 Segmentation 

Following preprocessing, image segmentation is performed 
to isolate regions of interest (ROIs) within the chest X-ray 
images [21]. Our study has compared two alternative 
segmentation techniques: Otsu's Thresholding and K-
Means Clustering. 

2.4.1 Otsu's Thresholding 

This technique employs a thresholding approach to 
automatically segment the foreground (potentially 
containing relevant features) from background pixels 
[22],[23].  
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Algorithm 1: Otsu's Segmentation in pseudocode. 
Input: Grayscale image 
Output: Thresholded image 
 
1. Initialize: 
- total_pixels = total number of pixels in the image 
- histogram = array of size 256 (for each possible 
grayscale level) initialized to 0 
- for each pixel in the image, increment the 
corresponding value in histogram 
2. Compute the total mean intensity level of the image: 
- sum_all = 0 
- for i = 0 to 255: 
sum_all += i * histogram[i] 
 
3. Initialize: 
- sum_background = 0 
- weight_background = 0 
- weight_foreground = 0 
- max_variance = 0 
- threshold = 0 
 
4. Iterate through all possible thresholds: 
for t = 0 to 255: 
weight_background += histogram[t] 
if weight_background == 0: 
continue 
weight_foreground = total_pixels - weight_background 
if weight_foreground == 0: 
break 
sum_background += t * histogram[t] 
mean_background = sum_background / 
weight_background 
mean_foreground = (sum_all - sum_background) / 
weight_foreground 
between_class_variance = weight_background * 
weight_foreground * (mean_background - 
mean_foreground)^2 
if between_class_variance > max_variance: 
max_variance = between_class_variance 
threshold = t 
 
5. Apply the threshold to the image: 
for each pixel in the image: 
if pixel intensity >= threshold: 
set pixel to 255 (white) 
else: 
set pixel to 0 (black) 
 
6. Return the thresholded image 

2.4.2 K-Means Clustering 

Alternatively, K-means clustering can be utilized to 
segment the image [24]. K-means clustering partitions the 
image into a predefined number of clusters based on pixel 
intensity values [25],[26]. Algorithm 1 lists the K-Means 
Clustering pseudocode. 

Algorithm 1: K-Means Segmentation in pseudocode. 
Input: Grayscale image, number of clusters k 
Output: Segmented image 
 
1. Initialize: 
    - Select k initial cluster centers (centroids) randomly 
    - clusters = array of size equal to the number of 
pixels, initialized to 0 
 
2. Repeat until convergence: 
    - Assign each pixel to the nearest cluster center: 
        for each pixel in the image: 
            min_distance = infinity 
            for each cluster center: 
                distance = |pixel intensity - cluster center 
intensity| 
                if distance < min_distance: 
                 min_distance = distance 
                 assign pixel to this cluster 
   - Update cluster centers: 
     for each cluster: 
         compute the mean of the pixel intensities    
           assigned to this cluster 
         update the cluster center to this mean value 
 
3. Check for convergence: 
   - If the cluster centers do not change significantly,  
     stop the iteration 
 
4. Output the segmented image: 
   - Create a new image where each pixel intensity is  
      replaced by the intensity of its cluster center 
End 

The performance of the segmentation step is calculated 
using the Jaccard index (JI) [27]  .  

2.5 Feature Extraction 

Feature Extraction is the processing stage where useful 
features are extracted from the data. We extracted the Gray 
Level Co-occurrence Matrix ("GLCM") from the 
segmented images in the proposed system. 

GLCM was used on the images to extract relevant features 
(such as Contrast, energy, and entropy), which will be the 
main data used to train the system. GLCM searches the 
image for pixel pairs with specific values and offsets; it's a 
very powerful technique for extracting features from 
images as it allows us to quantize the relationship between 
different pixels without being affected by their exact 
position or other values [28]-[31]. 

To reduce the computational costs of GLCM, black levels 
are quantized to l, a number lower than the gray levels in 
the base images (which equals 256); for this research, l was 
set to 4. 

GLCM searches the image for pixel pairs with specific 
values and offsets; it's a very powerful technique for 
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extracting features from images as it allows us to quantize 
the relationship between different pixels without being 
affected by their exact position or other values where each 
element in the matrix can be calculated as follows: 

𝑃"# = ∑  $
%&' ∑  (

)&' {1, if 𝐼(𝑚, 𝑘) = 𝑖, 𝐼(𝑚 + 𝛿𝑥, 𝑘 + 𝛿𝑦) =
𝑗, 0, otherwise (1) 

Where 𝛿 = (𝛿𝑥, 𝛿𝑦) is the displacement vector is expressed 
in pixels in the x and y directions, GLCM can be created 
with multiple displacement vectors. 

A normalized GLCM 𝑃9 represents the estimated probability 
of combinations of pairs of neighboring gray levels in the 8 
immediate neighbors of a pixel and can be calculated as 
follows: 

𝑃9 = *
∑  !"#
$%&' *$%

 (2) 

GLCM is highly useful for "Feature Extraction," which is 
the stage of the processing where useful features are 
extracted from the data as it could also be used to calculate 
relevant statistical information such as: 

2.5.1 Energy 

(Also known as "Uniformity" and "Angular Second 
Momentum (ASM)") represent the degree of homogeneity 
of gray distribution, highlighting the "thickness" of the 
texture, which provides a stabilizing measure of grayscale 
patterns so that a larger Energy value suggests more stable 
regulations. Energy is calculated as the Quadratic sum of 
GLCM elements as follows: 

𝐴𝑆𝑀 = ∑  -.'
"&' 𝑃9"#2 (3) 

N is the number of gray levels in the GLCM (also known as 
the dimension). 

2.5.2 Dissimilarity 

This is the meaning of the image, which acts as the optimal 
measure for GLCM texture and is one of the most useful 
GLCM features. It is not the mean of intensity values of all 
pixels but instead the intensity value of each pixel weighted 
by its frequency [3] and is calculated as follows: 

𝜇# = ∑  -.'
"&' 𝑖𝑃9"# (4) 

𝜇# = ∑  -.'
"&' 𝑗𝑃9"# (5) 

Where N is the number of gray levels in the GLCM (also 
known as the dimension). 

2.5.3 Correlation 

The correlation shows similar discriminative capability as 
the Contrast, and it gives a quantitative measure of the 
connection or correlation of a pixel with its neighbors so 
that correlation identifies the linear gray-level dependency 
between the pixels at the specified positions relative to each 
other. The strength of the correlation between images is 
quantified by a correlation close to +1 or -1 if images are 
highly associated (positively or negatively [32], 

respectively). The correlation of the GLCM can be 
calculated as follows: 

Correlation =
∑  !"#
$&# */$%(".1$)(".1$)

3$3%
 (6) 

2.5.4 Contrast 

Measures the local variation in intensity in the image (or its 
ROI). Contrast is calculated by measuring the difference 
between a pixel's intensity and neighbors over  

the full image (ROI). Finding a high contrast contains very 
high or very low intensities (at the edges of the spectrum), 
and a low contrast shows that an image has a smoother 
range of grays or a sharper range of grays; therefore, high 
GLCM contrast is associated with spatial frequencies [3]. 
Contrast can be calculated as follows: 

Contrast = ∑  -.'
"&' 𝑃9"#(𝑖 − 𝑗)4 (7) 

Where N is the number of gray levels in the GLCM (also 
known as the dimension). 

2.6 Feature Classification 

In this paper, three of the most commonly used machine 
learning algorithms have been used for the classification of 
different stages of Sarcoidosis from chest X-ray images: 
Support Vector Machine, K-Nearest Neighbours, and 
Artificial Neural Network. All these classifiers have their 
own advantages and differ in their working principles, 
which are briefly explained below along with their basic 
equations. 

2.6.1 Support Vector Machine (SVM) 

Support Vector Machines are models of supervised 
learning, mainly used in solving problems of classification 
and regression analysis [33]. SVM tends to find the best 
hyperplane that will separate the classes within the feature 
space. This ensures the maximum distance or margin 
between the points of each closest class, known as support 
vectors. One of the key reasons for using SVMs is that, due 
to their very special properties, they work just fine in high-
dimensional spaces and are very robust to overfitting, 
especially when the number of dimensions becomes larger 
than the number of samples. The decision function for 
SVMs is defined by: 

𝑓(𝑥) = 𝒘 ⋅ 𝒙 + 𝑏 (8) 

Where: 

• 𝐰 is the weight vector. 

• 𝐱 is the input feature vector. 

• 𝑏 is the bias term. 

The objective is to minimize: 
'
4
∥ 𝒘 ∥4 (9) 

Subject to the constraints: 
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𝑦"(𝐰 ⋅ 𝐱" + 𝑏) ≥ 1 (10) 

For the non-linear case, SVM uses a kernel function 
𝐾I𝐱" , 𝐱#J to map the input features into a higher-
dimensional space. 

2.6.2 K-Nearest Neighbours (KNN) 

Another simple instance-based learning algorithm working 
for both classification and regression is K-Nearest 
Neighbours (KNN) [34]. In KNN, an object will be 
classified by the majority vote from its k nearest neighbours 
in the feature space; it is typically measured using 
Euclidean distance. KNN is a non-parametric method that 
is easy to implement but computationally extensive for 
large datasets. The distance between two points 𝐱" and 𝐱# is 
calculated as: 

𝑑I𝒙" , 𝒙#J = L∑  $
%&'   I𝑥"% − 𝑥#%J

4
      (11) 

The classification decision is based on: 

�̂� = mode	(𝑦") (12) 

For the 𝐾 nearest neighbors 𝑦". 

2.6.3 Artificial Neural Network (ANN) 

Artificial Neural Networks (ANN) are computational 
models based on the human brain. They have connected 
neurons, which are organized in layers. Through forward 
and backpropagation, ANNs can learn complicated 
patterns. Each neuron sums up its weighted inputs, applies 
an activation function to it, and propagates the output into 
the next layer. ANNs were later proved to be so flexible as 
to approximate any non-linear functions; hence, they found 
application in a wide range of fields. The output of a neuron 
𝑗 in a layer 𝑙 is given by [35]: 

𝑎#
(5) = 𝜙I∑  "  𝑤"#

(5)𝑎"
(5.') + 𝑏#

(5)J       (13) 

Where: 

• 𝜙 is the activation function (e.g., sigmoid, ReLU). 

• 𝑤"#
(5) is the weight connecting neuron 𝑖 in layer 𝑙 − 1 to 

neuron 𝑗 in layer 𝑙. 

• 𝑏#
(5) is the bias term. 

• 𝑎"
(5.') is the output of neuron 𝑖 in layer 𝑙 − 1. 

The backpropagation algorithm updates the weights to 
minimize the loss function: 

ℒ = '
-
∑  -
"&' (𝑦" − �̂�")4 (14) 

Where: 

• 𝑦" is the true label. 

• �̂�" is the predicted output. 

In so doing, this study can make good use of the strengths 

of SVM, KNN, and ANN methods to give an accurate and 
reliable method for the classification of chest X-ray images 
of patients according to the stages of Sarcoidosis. Even 
though all three algorithms are different in their viewpoints 
on learning and classification, making them very useful for 
improving the robustness of the diagnostic system, each 
algorithm is special in its own way. Table 2 summarizes the 
details of the setting for hyper-parameters for the classifier 
algorithms used. 

Table 2: The Hyperparameters of classifiers. 
Classifier 
Type Hyper-Parameter Number of 

Records 

 
KNN 

Distance metrics Minkowski 
Weights Uniform 
Number of Neighbors k = 5 

 
SVM 

Kernel Type Polynomial 
Cache Size 200 
Degree of Polynomial 200 

 
 
 
 
ANN 

Activation function for hidden layers Rectified 
Activation function for the output layer Softmax 
Number of epochs 1000 
Optimization Method Stochastic 
Learning Rate 0.0001 

2.7 Model Performance Evaluation 

For estimating the classifiers of diagnosis of different 
stages of Sarcoidosis in chest X-ray images, four important 
metrics will be used: accuracy, precision, recall, and F1 
score. All these metrics represent a holistic assessment of 
the classifier, thereby balancing its evaluation across 
various parameters of prediction quality. 

Accuracy refers to the ratio of the number of correctly 
predicted instances to that of total instances present in the 
dataset. This is, thus, a very simple way to denote the 
overall effectiveness of the classifier. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 6*76-
6*76-78*78-

× 100%                              (15)    

Accuracy refers to the ratio of the number of correctly 
predicted instances to that of total instances present in the 
dataset. This is, thus, a very simple way to denote the 
overall effectiveness of the classifier. 

Where: 

• True Positive (𝑇𝑝): Correctly predicted positive 
instances. 

• True Negative (𝑇𝑁): Correctly predicted negative 
instances. 

• False Positive (𝐹𝑃): Incorrectly predicted positive 
instances. 

• False Negative (FN): Incorrectly predicted negative 
instances. 

Accuracy gives the general measure of how often classes are 
correctly predicted by the classifier. However, it can be 
misleading if classes are greatly imbalanced since it won't let 
one know the frequencies of false positives and negatives.  
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Precision is also known for the Positive Predictive Value. 
It is a measure of correctly predicted positive instances 
against all those instances which are predicted as positive. 
It expresses classifier's capability of reducing false 
positives. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	 6*
6*78*

× 100%  (16) 

Precision is crucial in contexts where the cost of false 
positives is high. For instance, in medical diagnosis, a high 
precision ensures that the condition is not falsely identified, 
which can prevent unnecessary treatments or interventions. 

Recall is the ratio of the number of correctly predicted 
positive instances to that of the total actual class cases. It 
explains how often the classifier will detect all relevant 
instances. 

𝑅𝑒𝑐𝑎𝑙𝑙	 = 	 6*
6*78-

× 100%  (17) 

Recall is important in cases where the cost of a false 
negative is high. High recall in medical diagnostics, most of 
the actual positive cases are identified, thus their early 
detection and treatment are possible. 

The F1 score just follows the harmonic mean of precision 
and recall. It gives just one number, balanced with respect 
to both concerns, and is therefore particularly useful when 
dealing with class-imbalanced datasets. 

𝐹1 Score 9 = 2 ⋅  precision (∗ recall (
 precision (7 recall (

  (18) 

The F1 score is a sturdy metric, since it merges both 
precision and recall benefits. When one class is too 
underrepresented compared to another, this works well and 
provides a much better sense of the whole picture than 
anyone would. 
These metrics of evaluation include Accuracy, Precision, 
Recall, and F1 Score. Such kinds of metrics provide detail-
oriented insight into the performance of a classifier. While 
accuracy conveys the general idea, Precision and Recall 
emphasize the effective management of false positives and 
negatives by the classifier. The F1 Score encapsulates both 
Precision and Recall so that the evaluation is balanced. This 
sets up a multiangle view on how well classifiers work in 
diagnosing different stages of Sarcoidosis using chest X-ray 
images, hence providing more accurate and reliable medical 
diagnostics. 

3 Results and Discussion 
Table 3 shows the various image segmentation methods 
against their average Jaccard Index values. The Jac-card 
Index, also known as Intersection over Union, is a measure 
of similarity and diversity of sample sets. It has been 
applied many times in image segmentation work as a metric 
to compare an image segmented by underneath technique 
against the ground truth to provide a sense of accuracy of 
the segmentation. The table has three columns that 
represent the different approaches of segmentation: Otsu's, 
k-means, and without segmentation. In this case, the 

average JI values will then be 0.83, 0.70, and 0.44, 
respectively. 

Table 3: Comparison of average JI of image from different 
segmentation methods. 

Avg JI using 
Otsu's Method 

Avg. JI using 
K-means 

Avg. JI without 
Segmentation 

0.83 0.70 0.44 
 

The analysis of Table 3 highlights significant differences in 
the performance of the segmentation methods. Otsu's 
method achieves the highest average JI of 0.83, indicating 
superior accuracy in segmenting images. This method 
operates by finding an optimal threshold to separate the 
foreground and background, thereby enhancing the contrast 
and improving segmentation accuracy. K-means clustering, 
with an average JI of 0.70, also shows good performance 
but is less effective than Otsu's method. K-means clustering 
partitions the image into clusters based on pixel intensity, 
which helps in achieving a more accurate segmentation 
compared to not applying any segmentation. 

In contrast, the average JI without any segmentation is 
significantly lower at 0.44, indicating poor accuracy in the 
absence of segmentation. This result underscores the 
importance of segmentation techniques in enhancing the 
quality and reliability of image analysis. The lack of 
segmentation results in less precise delineation of the 
regions of interest, which significantly hampers the ability 
to differentiate between different stages or features within 
the images. 

 
Fig. 3: The results of segmentation methods: a) K-means, 
b) Otsu's Method. 

Fig.  illustrates the outcomes of two segmentation methods 
applied to chest X-ray images: (a) K-means and (b) Otsu's 
method. The visual results clearly demonstrate that Otsu's 
method achieves superior segmentation compared to K-means. 
In the images segmented using K-means (Fig. a), there is 
noticeable noise and less distinct separation between the 
foreground and background regions. In contrast, the images 
segmented using Otsu's method (Fig. b) exhibit a cleaner and 
more precise delineation of the lung regions, with reduced 
noise and clearer boundaries. This enhanced clarity and 
accuracy in Otsu's method supports its higher average Jaccard 
Index (0.83) as compared to K-means (0.70), confirming that 
Otsu's method provides better segmentation performance, 
which is crucial for reliable and precise medical image 
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analysis. 

Fig.  displays the statistical measures derived from the Gray-
Level Co-occurrence Matrix (GLCM) without applying any 
segmentation to the chest X-ray images. The extracted features 
include Energy, Correlation, Dissimilarity, Homogeneity, and 
Contrast across the four stages of Sarcoidosis. Fig.  presents 
the GLCM-based statistical measures after applying Otsu's 
segmentation, and Fig.  illustrates the GLCM features after 
applying K-means segmentation, both showing the same 
features across the four stages. 

In so doing, this study can make good use of the strengths of 
SVM, KNN, and ANN methods to give an accurate and 
reliable method for the classification of chest X-ray images of 
patients according to the stages of Sarcoidosis. Even though all 
three algorithms are different in their viewpoints on learning 
and classification, making them very useful for improving the 
robustness of the diagnostic system, each algorithm is special 
in its own way. Table 2 summarizes the details of the setting 
for hyper-parameters for the classifier algorithms used. 

 
Fig. 4: GLCM properties of images without applying any 
Segmentation. 

 
Fig. 5: GLCM properties of images after applying Otsu 
segmentation. 

The comparison of segmentation methods reveals 
significant differences in the effectiveness of feature 

extraction. Without any segmentation, as shown in Fig. , 
the extracted features exhibit a higher degree of variability 
and overlap across the four stages of Sarcoidosis. This lack 
of clear distinction makes it challenging to differentiate 
between the stages based on these features. In contrast, 
Otsu's segmentation, as demonstrated in Fig. , results in 
more consistent features with clearer separations among the 
stages. This indicates that Otsu's method effectively 
enhances the contrast and delineation of the regions of 
interest, leading to more reliable feature extraction. 

 
Fig. 6: GLCM properties of images after applying k-means 
segmentation. 

After applying K-means segmentation, as shown in Fig. , 
the features are more distinct than those without 
segmentation but less consistent compared to Otsu's 
method. There is still some overlap and variability, 
particularly in the Dissimilarity and Contrast features, 
which may hinder the differentiation between stages. These 
results demonstrate that segmentation significantly 
improves the ability to extract meaningful features for 
differentiating between the stages of Sarcoidosis. Otsu's 
segmentation provides the best performance, yielding 
features with clear separations and reduced overlap, 
outperforming K-means segmentation. The lack of 
segmentation results in the least effective feature extraction, 
highlighting the necessity of applying a robust 
segmentation technique. 

Among the extracted features, Contrast and Dissimilarity 
are particularly notable for their ability to differentiate 
between the stages when segmentation is applied. In Fig.  
and Fig. , these features show significant variations across 
the stages, with Otsu's method providing the most distinct 
separations. This suggests that Contrast and Dissimilarity, 
especially when enhanced by Otsu's segmentation, are the 
most effective features for accurately classifying the stages 
of Sarcoidosis. 

Our analysis revealed that segmentation significantly 
impacts the performance of the classifiers. Specifically, 
Otsu's segmentation method provided the best results in 
terms of producing distinct and reliable GLCM features. 
Consequently, we fed the classifiers with features extracted 
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using Otsu's segmentation because it offered the best 
performance. By leveraging the strengths of these 
classifiers and the optimized feature extraction method, we 
aim to develop a reliable system for accurately diagnosing 
and differentiating the stages of Sarcoidosis from chest X-
ray images. 

 
Fig. 7: Confusion Matrix for the KNN model. 

 
Fig. 8: Confusion Matrix for the SVM model. 

 
Fig. 9: Confusion Matrix for the ANN model. 

The KNN classifier (Fig. ) shows a moderate ability to 
correctly identify true positives across the four stages of 

Sarcoidosis, but there are notable misclassifications. The 
confusion matrix reveals a relatively high rate of false 
positives, where instances from other states are incorrectly 
classified as the target stage. Additionally, KNN exhibits a 
significant number of false negatives, indicating that it misses 
several true cases, especially when distinguishing between 
adjacent stages. Although KNN correctly identifies many true 
negatives, its overall performance is hindered by these 
misclassifications, leading to moderate accuracy and precision. 
The SVM classifier (Fig. ) demonstrates a higher number of 
true positives across all stages, indicating improved 
classification accuracy compared to KNN. The rate of false 
positives is relatively lower, which enhances the precision of 
the SVM model. Additionally, SVM exhibits fewer false 
negatives, meaning it successfully identifies most true cases, 
which contributes to higher recall. The model's ability to 
correctly identify true negatives further solidifies its reliability. 
Overall, SVM outperforms KNN by providing better accuracy, 
precision, and recall, resulting in a more effective 
differentiation between the stages of Sarcoidosis. 
The ANN classifier (Fig. ) outperforms both KNN and SVM, 
achieving the highest number of true positives across all 
stages. This indicates superior classification capability. 
The confusion matrix shows that ANN has the lowest rate of 
false positives, reflecting excellent precision. Additionally, 
ANN records the fewest false negatives, meaning it accurately 
captures nearly all true cases, which significantly boosts recall. 
The model's exceptional ability to identify true negatives 
further confirms its reliability. Among the three classifiers, 
ANN consistently demonstrates the best performance. This 
makes ANN the most effective classifier for distinguishing 
between the stages of Sarcoidosis. 

Table 4: The accuracy metrics for the KNN model. 
Class Accuracy Precision Recall F1 
Normal 96.38% 1.0 0.95 0.97 
Stage 1 95.65% 0.57 1.0 0.73 
Stage 2 97.83% 0.89 0.94 0.92 
Stage 3 96.38% 0.82 0.88 0.85 
Stage 4 96.83% 1.0 0.25 0.40 
Table 5: The accuracy metrics for the SVM model. 

Class Accuracy Precision Recall F1 
Normal 96.38% 1.0 0.95 0.97 
Stage 1 95.65% 0.57 1.0 0.73 
Stage 2 97.83% 0.89 0.94 0.92 
Stage 3 96.38% 0.82 0.88 0.85 
Stage 4 96.83% 1.0 0.25 0.40 

Table 6: The accuracy metrics for the ANN model. 
Class Accuracy Precision Recall F1 
Normal 92.03% 0.99 0.89 0.94 
Stage 1 89.13% 0.29 0.63 0.40 
Stage 2 89.13% 0.57 0.72 0.63 
Stage 3 94.93% 0.80 0.75 0.77 
Stage 4 97.1% 0.0 0.0 0.0 

Table 4, Table 5, and Table 6 present the accuracy metrics 
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for the K-Nearest Neighbors (KNN), Support Vector 
Machine (SVM), and Artificial Neural Network (ANN) 
models, respectively. The metrics include Accuracy, 
Precision, Recall, and F1 Score for each class (Normal, 
Stage 1, Stage 2, Stage 3, and Stage 4) of Sarcoidosis. 

In  Table 4  The KNN model exhibits high accuracy across 
all classes, with Stage 2 achieving the highest accuracy at 
97.83%. Precision is perfect (1.0) for Normal and Stage 4 
classes, but significantly lower than Stage 1 (0.57). Recall 
is highest for Normal, Stage 1, and Stage 2, indicating the 
model's ability to correctly identify true positives in these 
classes. However, the recall for Stage 4 is very low (0.25), 
suggesting difficulty in identifying this stage accurately. 
The F1 Score is high for Normal and Stage 2 but 
considerably lower for Stage 4 (0.40), reflecting the 
imbalance between precision and recall for this class. 

As shown in Table 5, The SVM model also shows high 
accuracy, with Stage 4 achieving the highest at 97.1%. 
Precision is perfect (1.0) for the Normal class but drops to 
0.0 for Stage 4, indicating the model's inability to identify 
true positives for this class. Recall is perfect (1.0) for Stage 
1, similar to the KNN model, but drops to 0.0 for Stage 4, 
showing a complete failure to identify true positives. The 
F1 Score for Normal is high (0.97), while Stage 4 has an F1 
Score of 0.0, highlighting the significant challenges in 
classifying Stage 4 sarcoidosis. 

As shown in Table 6, The ANN model shows varied 
performance across classes, with Stage 4 achieving the 
highest accuracy at 97.1%. Precision for the Normal class is 
high (0.99) but drops significantly for Stage 1 (0.29). Recall 
is lower across all stages compared to the other models, 
with Stage 1 and Stage 2 showing particularly low values 
(0.63 and 0.72, respectively). The F1 Score for Normal is 
high (0.94), but similar to SVM, Stage 4 has an F1 Score of 
0.0, indicating poor performance in identifying true 
positives for this class. 

Comparing the three models, KNN and SVM show better 
overall accuracy and recall for most stages compared to 
ANN. However, all models struggle with Stage 4 
classification, with SVM and ANN showing a complete 
failure (0.0 precision and recall). KNN performs relatively 
better in Stage 4 but still shows significant challenges, as 
indicated by the low F1 Score. Precision for Stage 1 is 
consistently low across all models, suggesting difficulties in 
distinguishing this stage from others. 

4 Conclusion 

Sarcoidosis is a multi-organ, multi-tissue, inflammatory 
disease with frequent lung involvement. The greatest 
problem faced in the clinical diagnosing and staging of 
Sarcoidosis is by the difficulty of differentiating the 
different radiological patterns which mostly occur in the 
images from chest X-ray analysis. There exist several 
machines learning algorithms for diagnosing medical 

images. The most popular algorithms, for their robustness 
and effectiveness, include Support Vector Machine (SVM), 
K-Nearest Neighbors (KNN), and Artificial Neural 
Network (ANN).  

The Otsu segmentation method is a clear winner with its 
advantage in extracting features that are really important for 
the exact differentiation of stages of Sarcoidosis. Receiver 
operation characteristic analysis is implemented to compare 
the effectiveness and diagnostic power of the whole 
method, which will ensure more reliable and precise 
medical image analysis toward improvement of diagnostic 
accuracy and better patient outcomes. The performance 
analysis for KNN and SVM indicates that at most of the 
stages of Sarcoidosis, they tend to perform pretty well. Still, 
it is really problematic to classify Stage 4 accurately. The 
ANN shows very high accuracy for the Normal and Stage 4 
classes but gives low values of both precision and recall for 
the other stages, reflecting the limitations of the ANN. 
Moreover, this finding explained that, for the classifiers to 
identify all the sarcoidosis stages accurately, segmentation 
and feature extraction needed improvement. 
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