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Abstract: The innovative potentials of the Artificial Neural Network (ANN) and the Random Forest artificial intelligence technologies

along with a machine learning aided logistic regression technique were utilized to predict COVID-19 severity. The three models were

compared based on sensitivity, specificity, and overall model accuracy. Data of 205 patients were analyzed in this study. 70.6% of the

observations were used for model training and 29.4% for model validation. In each approach, ten potential risk factors for severity

symptoms were considered and evaluated. At the training phase, the overall accuracy of the ANN, logistic regression, and Random

Forest models were 84.7%, 83.3%, and 81.4%, respectively. However, the ANN model outperformed the other two models during the

validation process and scored an overall accuracy of 85.0% versus 71.7%. This superior performance underscores the robustness of the

ANN approach in the context of predictive accuracy for COVID-19 severity.
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1 Introduction

Coronaviruses are a class of RNA viruses of different
types, some of which cause disease in humans, animals
and birds. On 12 January 2020, the World Health
Organization (WHO) [1] confirmed the existence of a new
strain of coronavirus, initially named novel coronavirus
2019. In February 2020, WHO named this group of
viruses COVID-19. The outbreak was first detected in
December 2019 in the Chinese city of Wuhan [2].
COVID-19 spread rapidly around the world early 2020,
but was declared a global pandemic on 11 March 2020.

The novel coronavirus disease (Covid-19) is classified
as a respiratory infection that spreads between people
through direct or indirect contact with infected
individuals. In their work, Hattaf et al. [3] developed a
mathematical model that can be used to describe the
dynamics of coronavirus by considering the different
modes of disease transmission and the influence of
pro-social behavior. The impact of the disease on
individuals varies widely. After 2-14 days of exposure to
the virus, patients may develop mild symptoms to severe

disorders. According to Public Health England [4], 85%
of individuals infected with Covid-19 initially exhibit at
least one of the following primary symptoms: fever or
chills, fatigue, and dry cough. These three symptoms are
commonly observed in clinical settings. Additional
symptoms may include a sore throat, anosmia (loss sense
of smell), dysgeusia (distortion or loss sense of taste),
headache, body aches, diarrhea, nausea, chest pain, and
breath difficulties. Furthermore, a multicenter descriptive
study in China found that 80% of confirmed COVID-19
cases experienced mild to moderate symptoms [5].

As of March 26, 2021, the total global number of
confirmed COVID-19 cases reached 125,436,393 with
2,756,768 deaths [6]. The countries most severely
impacted by the pandamic include the US, Brazil,
Mexico, India, Russia, the UK, France, and Italy. There
have been limited studies aimed at predicting the
short-term and long-term trajectories of the novel
coronavirus, particularly in these profoundly heavily
affected nations. For further reference, see studies [7,8].

The Covid-19 pandemic in Bahrain is part of the
broader global crisis, with the first case confirmed by the
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Bahrain Ministry of Health on 21 February 2020 [9]. As
of 26 March 2021, the Ministry reported 139,124
confirmed cases, with 512 deaths due to the of virus. In
January 2021, Bahrain introduced mobile vaccination
units aimed at immunizing the elderly population,
positioning it as the third most vaccinated country
globally at that time. Bahrain also continued to offer the
COVID-19 vaccine free of charge to all of its citizens and
residents. By 26 March 2021, a total of 243,940
individuals in Bahrain were fully vaccinated. In the week
leading up to 26 March 2021, an average of 763 new
confirmed cases were reported. This number represented
325 cases per 100,000 people, which is equivalent to 96%
of the peak recorded on 16 February 2021, as reported by
Reuters [10]. These statistics marked the Kingdom of
Bahrain as one of the most heavily impacted countries in
the Middle East during the period leading up to 1 April
2021 [11].

During the COVID-19 pandemic, the early
identification of patients at high-risk of severe outcomes
is crucial [12], not only for delineating the clinical and
epidemiological characteristics of the disease but also for
implementing optimized treatment protocols. Such
measures are essential for delivering high-quality medical
services and achieving better healthcare outcomes.
Despite the urgency , only a few studies have aimed at
achieving this goal.

Bhandari et al. [13], for example, developed a logistic
regression model to predict COVID-19 mortality. Their
model incorporated factors are age, sex, symptom
presence, and routine hematologic measurements from
laboratory-confirmed cases. Among the 21 regressors
analyzed, the study highlighted the differential neutrophil
count and random blood sugar (RBS) levels as significant
predictors. These findings suggest that both factors can
serve as rapid, reliable indicators for assessing the risk of
mortality from the coronavirus, thereby facilitating
quicker and more effective clinical decision-making.

Agbehadji et al. [14] explored the integration of big
data recent platforms, artificial intelligence (AI) models,
and nature-inspired algorithms in the detection of
Covid-19 cases and contact tracing of the disease. This
work highlights the potential of integrating advanced
computational technologies to enhance the accuracy and
efficiency of tracking and managing the novel
coronavirus.

In a related vein, Albahri et al. [15] conducted a
systematic review of state-of-the art methodologies and
techniques in developing coronavirus forecasting models.
Their review focused on the utilization of data mining and
machine learning (ML) tools. This comprehensive study
helps identify the strengths and limitations of current
approaches and suggests directions for future research in
improving predictive models for Covid-19 and potentially
other emerging infectious diseases.

The identification and evaluation of potential severe
Covid-19 risk factors is of paramount importance for
guiding health sectors to provide the best medical care,

improve infection outcomes, and allocate appropriate
resources throughout the disease’s progression. Globally,
the correlation between the severity of Covid-19 and
potential influencing factors continue to be a significant
area of research.

The literature indicates that certain demographic
characteristics are strongly associated with an increased
severity of COVID-19. Notably, older age is consistently
identified as a key risk factor [16] and [17].

Furthermore, some studies have indicated that male
sex may also be a significant risk factor, suggesting that
being male may independently correlate with a more
complicated course of COVID-19, including mortality
[18]. This observation has prompted further investigation
into biological and behavioral factors that might
contribute to this disparity, such as differences in immune
system responses, lifestyle choices, and pre-existing
health conditions that vary between genders.

In addition, comorbidities such as cardiovascular
disease, immunosuppression, chronic kidney and lung
diseases, diabetes mellitus, hypertension, active cancer,
certain blood disorders, and obesity may predispose
patients with Covid-19 to an elevated risk of intubation
and death [19]. For example, the Disease Control and
Prevention centers in U.S. [19] consider obesity, sickle
cell anemia, and asthma, as risk factors for severe
coronavirus outcomes. Despite the U.S. reports, the
existing literature lacks sufficient population-based
studies that support these determinations until this stage
of the epidemic’s spread.

The Ministry of Health of Bahrain has indicated that
the Kingdom of Bahrain is one of the countries most
affected by diabetes, with incidence rate of approximately
14.7% among the adult population. Additionally, genetic
blood disorders are notably prevalent in Bahrain. These
include sickle cell anemia (SCD), Glucose-6-phosphate
dehydrogenase deficiency (G6PD), and thalassemia [20].

Given the substantial burden of these comorbidities
diseases and the lack of population-based studies
supporting their impact on Covid-19 severity, the primary
objective of this research was to develop and validate AI
and ML-driven population-based models. These models
aim to predict severe COVID-19 cases using a set of
potential demographic and clinical characteristics.
Another crucial goal was to compare the effectiveness of
the developed models in terms of accuracy, sensitivity,
and specificity.

Furthermore, this study conducted a sensitivity
analysis on the developed classifiers in order to gain
insight into the relative importance of each considered
potential risk factor in predicting patients at high risk of
severe Covid-19. This analytical approach not only
enhances understanding of the contribution of
comorbidities and demographic factors to the severity of
Covid-19, but also aids in the tailoring of interventions
and the optimization of resource allocation for those most
at risk in similar settings globally.
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2 METHODOLOGY

2.1 COVID-19 Data and Descriptive Statistics

The study focuses on a sample of 205 individuals who
contracted COVID-19 between 15 March 2020 and 31
March 2021 in the Kingdom of Bahrain. Due to the
limited availability of detailed patient information on
COVID-19 infections and deaths, demographic and
clinical characteristics, data were primarily gathered
through an online questionnaire distributed on patients or
relatives of those deceased from COVID-19. The
questionnaire was explicitly stated to have a specific
research purpose in order to ensure that respondents were
aware of the context of their participation. Additional data
sources included the Bahrain Ministry of Health [10], Our
World in Data [21], the World Health Organization
(WHO) [22], and the Johns Hopkins University
Coronavirus Resource Center [23].

The study’s descriptive statistics revealed significant
demographic details about the infected cohort. The
sample comprised 85.4% Bahraini residents and 14.6%
foreign residents. The average age of the participants was
40 years. In terms of age distribution, 40.5% of infected
individuals were aged between 15 and 29 years, 43.9%
fell within the 30 to 59 years age range, and 15.7% were
older than 60 years but younger than 90 years. Table 1
displays a detailed description of the participant
characteristics.

2.2 Severity potential predictors and response

variable

The present study examined ten demographic and clinical
risk factors that could potentially lead to severe Covid-19
illness. The demographic factors included gender and age,
while the clinical factors encompassed obesity, diabetes
mellitus, asthma, cardiovascular disease, neurological
disorders, cancer, hypertension, and genetic blood
disorders. The age of a participant is the only continuous
variable, while all other variables are binary. For instance,
a medical condition is noted as present (1) or absent (0),
and gender is coded as male (1) or female (0).

In this study, the severity of COVID-19 is defined
based on the following clinical status: 1- hospitalized
patients due to, e.g., acute dyspnea, low oxygen saturation
level, the need for mechanical ventilation, or admission to
the intensive care unit (ICU), and 2- death. The response
variable, COVID-19 severity, is categorized into two
levels: non-severe (0) and severe (1). While a proportion
of infected individuals experienced only mild disease, 126
cases (61.5%) encountered complicated symptoms of
COVID-19 of which 40 (19.5%) patients could not
survive.

Chi-square test was conducted using the statistical
software SPSS to determine the significant relationships

between the considered factors and the dependent
variable of COVID-19 severity. Most factors were found
to be significantly associated with severity of Covid-19
(p-value less than 0.05), with the exceptions of gender
and neurological disorder, as shown in Table 2.

3 COVID-19 SEVERITY RISK

PREDICTION MODELS

Despite the Chi-square test indicating that gender and
neurological disorders were not statistically significant
factors in severe COVID-19 illness, as detailed in Table 2,
this finding contrasts with several prior studies. For
example, a meta-analysis cited in [24] identified male
gender as a potential risk factor for developing severe
symptoms of the coronavirus. This discrepancy prompted
a comprehensive re-evaluation of all ten demographic and
clinical characteristics of patients with COVID-19, using
advanced AI and machine learning (ML) technologies to
reassess the associations between these potential
predictors and the severity of the coronavirus.

In this research, SPSS was employed to build an
Artificial Neural Network (ANN) model with the
objective of predicting patients at high risk of developing
severe forms of the novel coronavirus disease
(COVID-19). For comparative analysis, a Logistic
Regression (LR) model and a Random Forest (RF) model
were also developed using the machine learning
capabilities of the statistical software R.

Table 1: Descriptive Statistics of COVID-19 Data.

Factor Percentage

Gender (Male) 47.8%

Diabetes 19%

Hypertension 22%

Obesity 31.2%

Asthma 19.5%

Cancer 4.9%

Cardiovascular Disease 10.7%

Neurological Disorder 2%

Genetic Blood Disorder 24.4%

This multi-model approach allows for a robust
analysis across different methodologies, enhancing the
reliability of the predictions regarding which factors are
truly indicative of severe COVID-19 cases.

In this study, the COVID-19 dataset was split into two
subsets to facilitate the training and testing of the
developed models. The training set comprised 70.6% of
the observations (145 patients), while the testing set
included 29.4% (60 patients). The methodologies
employed for each model are presented below in detail.
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3.1 Artificial Neural Network COVID-19

Prediction Model

The integration of Artificial intelligence (AI) into the
medical sector has become increasingly prevalent over the
past decade. This is particularly evident in the
development of complex and non-linear models that can
handle a wide array of clinical data [25]. Recently, there
has been growing evidence that AI can play a role in
combating the ongoing COVID-19 pandemic at both the
individual and societal levels [26]. One common
application of AI in this field is classification, a type of
data mining that involves the assignment of new
observations within a dataset to predetermined categories
based on patterns learned from a training set with known
classes [27].

A non-linear artificial neural network (ANN)
prediction classification model was constructed here by
configuring multiple layers that simulate the way neurons
operate in the human brain. The network was optimized
to identify complex patterns and interactions among the
input variables using the multi-layer perceptron (MLP)
algorithm.

3.2 Logistic Regression COVID-19 Prediction

Model

Logistic regression is a statistical method that is widely
used for binary classification. It is particularly effective
for predicting a binary response variable from a set of
continuous or categorical data. This regression technique
is notable for its proficiency in dealing with small datasets
that may contain non-linearly separable data. This is a
common scenario in many medical contexts, including
disease prediction and health studies. It has been
employed extensively in various domains, including the
prediction of the onset of epidemics, the management of
chronic diseases, and the assessment of cancer
survivability [28,29].

In logistic regression, the model estimates the
probability that a binary dependent variable equals 1 (for
instance, indicating that an individual has contracted a
disease) versus 0 (indicating no disease). This is achieved
by relating the log-odds of the dependent variable to a
linear combination of the independent variables or risk
factors [30]. The method outputs probabilities that are
subsequently mapped to binary categories based on a
decision threshold, typically 0.5, rendering it a practical
tool for decision-making in clinical settings.

In the context of this research, a logistic regression
model was developed using the machine learning tools
available in the R statistical software. The aim was to
predict the risk of severe COVID-19 symptoms, enabling
health care providers to identify high-risk patients at an
early stage.

Table 2: Chi-Square Test Results.

Factor p-value

Age < 0.001

Gender (Male) 0.865

Diabetes < 0.001

Hypertension < 0.001

Obesity < 0.001

Asthma < 0.001

Cancer 0.015

Cardiovascular Disease < 0.001

Neurological Disorder 0.249

Genetic Blood Disorder 0.249

3.3 Random Forest COVID-19 Prediction Model

Decision trees represent a type of supervised learning
algorithm that can be employed for both regression and
classification tasks. Their recursive splitting of
observations into branches results in a tree-like structure,
with each node representing a decision point based on
specific conditions. The selection of the optimal attribute
to split the data at each node is based on a specific
criterion, such as Gini impurity or entropy in
classification, and variance reduction in regression. ML
algorithms developed in [31] and [32] are used to seek
decision tree predictive models.

The Random Forest technique is an extension of the
decision tree method that incorporates ensemble learning.
It operates by creating multiple decision trees at the
training stage to output an uncorrelated forest of trees that
represents the mode of the underlying individual decision
trees. Random Forest has the advantage of being
insensitive to over-fitting, a well-known problem
associated with decision trees. Thus, while individual
decision trees provide straightforward, interpretable
models that are easy to implement, Random Forest
leverages the power of multiple trees to enhance
predictive accuracy and generalization ability across
unseen data [33]. This makes ensemble models like
Random Forest more suitable for applications requiring
high reliability and precision in predictions, such as in
complex disease prediction scenarios, customer behavior
analysis, and other areas requiring robust analytical
solutions.

In this study, the Random Forest model was employed
to predict the severity of COVID-19, utilizing an
ensemble of 500 decision trees to enhance predictive
accuracy and stability. Each tree in the forest was
permitted to consider three randomly selected predictors
as potential candidates at each split. This approach not
only helps to reduce the correlation between individual
trees in the forest, thereby increasing the ensemble’s
robustness, but also aids in overcoming the overfitting
issue commonly seen with single decision trees.
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The dataset was divided into two distinct subsets: 145
randomly selected observations were utilized for the
training of the model, while the remaining 60
observations were set aside for the purpose of validation.
This division of the data ensures that the model can be
trained on a substantial portion of the data while still
having a separate dataset to evaluate its performance. The
training set enables the Random Forest algorithm to learn
the relationships and patterns between the predictors and
the outcome variable. In contrast, the validation set tests
the model’s ability to generalize these patterns to new,
unseen data.

Using 500 trees is a strategic choice that balances
between too few trees, which might not capture sufficient
complexity, and too many, which could unnecessarily
extend the training time without a proportionate gain in
performance. By using multiple trees and averaging their
predictions, the Random Forest model typically achieves
high accuracy and is less sensitive to outliers and noise
within the dataset.

4 Results

In this study, an Artificial Neural Network (ANN) model
was developed to predict the severity of cases of the novel
coronavirus disease (COVID-19). This ANN model was
then compared with two other predictive models: Logistic
Regression (LR) and Random Forest (RF). Each of these
models represents a distinct approach to classification and
prediction tasks, leveraging different aspects of machine
learning theory and application. Predictive performance of
each classifier was assessed based on accuracy, sensitivity
and specificity.

4.1 Prediction Evaluation

The evaluation of binary classification models is based on
two key metrics: sensitivity and specificity. Sensitivity
measures the proportion of positive cases that are
correctly identified, while specificity assesses the rate of
negative cases that are correctly classified. Accuracy is a
measure of the overall correctness of the model. It is the
ratio of true predictions (both true positives and true
negatives) to the total number of cases examined. The
prediction results based on the training and testing subsets
are presented in the form of confusion matrices, which
are displayed in Table 3. As shown in this table, the
severity of COVID-19 was divided into two classes: mild
and severe. The ANN model achieved an overall
prediction accuracy of 84.7% based on the training
dataset, with a sensitivity of 85.9% and a specificity of
83.1%. The overall prediction accuracy of the LR model
was found to be 83.3%, with a sensitivity of 83.5% and a
specificity of 83.1%. The RF model achieved an overall
prediction accuracy of 81.4%, with a sensitivity of 83.2%

and a specificity of 78.6%. In the testing subset, the ANN
model achieved an overall prediction accuracy of 85.0%,
with a sensitivity of 87.8% and a specificity of 78.9%. In
contrast, the LR model produced predictions with an
overall accuracy of approximately 71.7%, and a
sensitivity of 80.5%, but a much lower specificity of
52.6%. The RF model achieved an overall prediction
accuracy of 71.7%, a sensitivity of 64.9%, and a
specificity of 82.6%. A comparison of the classification
results derived from the testing phase with those obtained
during the training phase revealed a notable decline in the
prediction accuracy of the logistic regression (LR) model
for mild cases, while the accuracy of the severe cases
remained largely unaffected.

In contrast to the LR model, the RF prediction
accuracy of the mild cases increased, whereas that of the
severe cases decreased. These changes in performance
have reduced the overall prediction accuracy of both
classifiers, namely the LR and the RF, by approximately
10.0% each. However, the overall performance of these
two models remained relatively good with an identical
accuracy score of 71.7%. Conversely, the ANN model’s
predictions remained stable and achieved an overall
accuracy of approximately 85.0%. Consequently, the
ANN is considered the most effective model among those
developed in this study.

Sensitivity analysis is a critical tool in the realm of
statistical modeling and machine learning, especially in
contexts where it is crucial to understand the impact of
various input variables on the output of a prediction
model. It has been widely used to identify the degree to
which each variable contributes to the identification of
each class of the response variable.

In this work, a sensitivity analysis was conducted
across different modelling frameworks, namely the
Artificial Neural Network (ANN), Logistic Regression,
and Random Forest (RF).

Sensitivity analysis in ANN involves perturbing each
input factor slightly and observing the change in the
output variable. This technique identifies which factors
have the most substantial impact on the model’s
predictions. It can reveal complex nonlinear relationships
and interactions among variables that are typical in neural
network models.

In Random Forest, sensitivity analysis typically
involves evaluating the decrease in model accuracy when
a specific factor is omitted or permuted. This measure,
often referred to as the ”importance” of a factor, which
indicates how vital a particular predictor is for making
accurate predictions. The RF model naturally lends itself
to this kind of analysis because each tree in the forest
provides a natural variance estimate that can be used to
assess factor importance.

In contrast, the importance of variables in logistic
regression is commonly assessed using the z-statistic,
which measures the influence of each predictor while
holding other variables constant. The absolute value of
the z-statistic for each predictor provides a scale of
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Table 3: Performance of the ANN, LR, and RF Models for COVID-19 Severity.

ANN Model LR Model RF Model

Train Data

Sample Mild Severe Correct Sample Mild Severe Correct Sample Mild Severe Correct

Train Mild 49 10 83.1% Train Mild 49 10 83.1% Train Mild 44 12 78.6%

Train Severe 12 73 85.9% Train Severe 14 71 83.5% Train Severe 15 74 83.2%

Overall % 42.4% 57.6% 84.7% Overall % 43.8% 56.2% 83.3% Overall % 40.7% 59.3% 81.4%

Test Data

Test Mild 15 4 78.9% Test Mild 10 9 52.6% Test Mild 19 4 82.6%

Test Severe 5 36 87.8% Test Severe 8 33 80.5% Test Severe 13 24 64.9%

Overall % 33.3% 66.7% 85.0% Overall % 30.0% 70.0% 71.7% Overall % 53.3% 46.7% 71.7%

importance, with higher values indicating a greater impact
on the model’s outcome. This method, described in [34],
offers a straightforward measure of variable importance.

Fig. 1 and Table 4 present the sensitivity analysis
performed in this research across all three COVID-19
severity prediction models: ANN, RF, and Logistic
Regression.
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Fig. 1: Normalized Factor Importance of the 10 considered

predictors for the ANN, LR, and the RF models.

The results of the conducted sensitivity analysis
displayed in Table 4 revealed that older age- a factor
consistently identified in several previous studies [35,36,
37]- along with active asthma, and subsequently cancer
(in the ANN approach) or genetic blood disorders (in the
LR and RF approaches), followed by obesity, have highly
dominated the predictions of the ANN, LR, and RF
classifiers with total factor importance scores of 61.5%,
77.9%, and 74.3%, respectively. Although the LR model
considered the group of patients with blood disorders at
elevated risk of Covid-19 severity, the normalized

variable importance percentages in Fig.1 moderately
ranked this factor in the AI approaches, namely the ANN
and RF. The later results are in line with some available
studies on severe COVID-19 symptoms in SCD patients
[38,39], and several anecdotal reports [40,41,42,43].

Male gender appeared to have more influence on
aggravating the severe symptoms of the infection than the
female sex. This result is consistent with several other
studies available in literature such as [2,43]. The pairwise
Chi-square test conducted initially has suggested
significant associations between the dependent variable of
COVID-19 severity and three other diseases, namely
diabetes mellitus, cardiovascular disease, and
hypertension. According to the generated sensitivity
analysis of the new models, these diseases have revealed
low to moderate influence on the development of
Covid-19 severe outcomes. The current results are
supported by some existing studies presented in [43,45,
46,47]. These unexpected relationships can be attributed
to the prevalent and strong associations between such
diseases and aging, where older age was ranked as the
most influential factor on COVID-19 severity by all three
models. Our conclusion is in line with the findings of the
meta-analysis presented in [49].

Finally, a factor that was found to be weakly
significant in predicting COVID-19 by all approaches is
the neurological disorder. However, this result may be
dominated by the small portion of participants affected by
the disease that were involved in the study.

5 Conclusion

This research makes a substantial contribution by
comparing the performance of two AI models (Artificial
Neural Network and Random Forest) and a traditional
statistical model (Logistic Regression) in predicting
COVID-19 severity. The study classified COVID-19 cases
as mild (0) or severe (1), including death. These models
were proposed to analyze COVID-19 patient data, predict
disease severity/death in relation to ten potential risk
factors, and gain insight into the relative influence of each
factor on the risk of adverse COVID-19 complications.
The predictors included were sex, age, obesity, diabetes
mellitus, asthma, cardiovascular disease, neurological
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Table 4: Factor Importance & ranking of the 10 predictors for the ANN, LR, and RF models.

ANN Ranking LR Ranking RF Ranking

Age (20.9) 1 Age (24.3) 1 Age (33.7) 1

Asthma (15.4) 2 Asthma (21.8) 2 Asthma (18.1) 2

Cancer (13.0) 3 Blood disorder (19.3) 3 Cancer (13.2) 3

Obesity (12.2) 4 Obesity (12.5) 4 Obesity (9.28) 4

Blood disorder 5 Gender (6.8) 5 Diabetes (9.23) 5

Gender (8.2) 6 Diabetes (6.7) 6 Hypertension (5.2) 6

Diabetes (7.7) 7 Neurological disorder (4.5) 7 Gender (4.8) 7

Cardiovascular disease (6.0) 8 Hypertension (2.8) 8 Cardiovascular disease (3.8) 8

Hypertension (4.5) 9 Cardiovascular disease (1.2) 9 Cancer (2.2) 9

Neurological disorder (3.7) 10 Cancer (0.1) 10 Neurological disorder (0.45) 10

disorders, cancer, hypertension, and genetic blood
disorders. The 205 COVID-19 cases analyzed were
reported in Bahrain from March 15, 2020, to March 31,
2021.

The ANN model was developed using the SPSS
software, while the LR and the RF models were built and
tested using ML tools available in R. At the testing phase,
the ANN model preformed best among the three
estimated models and achieved the highest classification
accuracy of 85.0%. Both the LR and the RF models
achieved an overall prediction accuracy of 71.7% each.
This superior performance of the ANN model suggests its
potential suitability for more complex data patterns often
present in medical datasets.

In addition to predicting Covid-19 severity, sensitivity
analysis was performed on all developed models to gain
insight into the relative importance of the potential risk
factors in predicting Covid-19 severity. The results
showed that older age was by far the most important risk
factor for severity.

Sensitivity analysis results revealed older age as the
most critical risk factor across all models, aligning with
global observations about the virus’s impact on older
populations.

Asthma, not traditionally considered a major risk
factor in earlier studies, emerged as the second most
significant predictor in this research. This finding
supports the recent study in [50], which considered
patients with asthma within 1 year prior to COVID-19 as
a group at increased risk for severe disease.

Cancer and genetic blood disorders were also
significant predictors but varied in their impact across the
different models. Males were found to be more likely to
develop severe disease than females, but gender was not
as predictive of severity. Neurological disorders were
found to contribute minimally to severe outcomes, which
could be due to the limited cases within the considered
sample.

With the available innovative AI technologies,
COVID-19 patients at high risk of progressing to severe
infection can be identified early for targeted treatment and

rapid medical care. In addition, healthcare professionals
can take rapid and appropriate action to better control the
severe infection and manage available resources more
efficiently to improve the quality of care provided and
outcomes.

The effectiveness of the ANN model in this study
provides a strong case for its use in similar predictive
modeling scenarios, encouraging further exploration and
refinement of AI techniques in healthcare.

In summary, this research not only demonstrates the
utility of advanced AI models in managing health crises
like the COVID-19 pandemic but also enriches the
existing literature by highlighting novel insights into risk
factor prioritization and model selection for predictive
accuracy.
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