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Abstract: The PAP test, a simple screening method, detects cervical cancer early, preventing fatality. Uterine, cervical, and fallopian

tube cancers are common among women, making prevention vital. Despite over 60 years since its inception, attempts to automate this

process have aimed at saving time and costs. Automated cell sample screening, available since 2000, minimally impacted screening

expenses. Cervical cancer is a leading cause of death in poor nations, but technological advancements enable faster, cost-effective

screening and treatment. However, screening procedures may still be cumbersome, especially in low-income countries. This study

reviews current screening methods and introduces computational techniques for cervical cell analysis, including automated quality

assessment, segmentation, and classification, addressing practical challenges.
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1 Introduction

This disease is more common in low-income countries
because it disproportionately affects women. Cervical
cancer claims the lives of 570,000 women each year, the
majority of whom live in countries with low or moderate
incomes. Women die most frequently from breast cancer
in 55 different nations. African, Asian, and Latin
American women confront particular difficulties. It’s
because they don’t have effective prevention and fair
access to early diagnosis and treatment programmes that
their death rates are so high.

Researchers are developing CADx systems for the
early detection of cervical cancer because these

under-resourced health facilities lack specialised
personnel and equipment. Computer vision and machine
learning techniques already employed in CADx systems
could be utilised to automate the inspection of cervical
specimens. Cervical cancer screening has seen a recent
uptick in the use of computational methods. Handling
smear variability, artefact segmentation of individual cells
and clusters, and the nucleus and cytoplasm
segmentation, in addition to the identification of abnormal
cell morphology are all included in this process of
automating computer vision.

Tobacco use, prescription medication, and weakened
immune system cells are just a few of the dangers that
come with using tobacco products. Because early
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symptoms of cervical cancer are difficult to detect, the
PAP smear programme is used. Scans appear to be
time-consuming, and the results are frequently inaccurate.
Blood patterns that are uneven, disproportionate, or
overlapped are all examples of representation. Smear test
results may be tracked and analysed using screening
images, one of their most amazing advantages. Cervical
cancer is shown at various stages in Figure 1 (right).

Fig. 1: Cervical cancer stages

Automation of cervical cancer screening systems is
primarily aimed at addressing the third issue. In part, this
is due to the fact that cytotechnologists routinely examine
large numbers of samples, making them vulnerable to
making mistakes as a result of boredom or fatigue.
Numerous advantages of using a computer include the
fact that it does not get tiring, is not prone to
monotony-related errors, and will never make biased
decisions. It is also possible that the number of trained
cytotechnologists required to evaluate samples could be
reduced with an automated cytology system. A large
number of cytotechnologists are needed for mass
screening programs, which can be difficult to train in
countries with limited funds.

1.1 Classification

To find out if a sample includes malignant cells is the
major objective of a cervical screening system / (or
precancerous lesions). Different approaches to
classification have been taken. One of the most common
ways to classify cells is by analyzing them for features
like those discussed. Finally, the system takes into
account all of the data to arrive at a smear diagnosis. Rare
event (RE) systems are systems that focus on identifying
(the rare) occurrences of suspicious cells.

Classification can be improved by looking for
variations in cell features that aren’t readily apparent

between healthy and diseased samples. Because the
alterations are often so subtle, this phenomenon is also
known as Malignancy-Associated Changes (MAC).
Because of this, it cannot be studied on a cell-by-cell
basis but instead must consider the entire cell population.
Classifying a smear is based on the values of the
population parameters (means and variances). Another
approach to creating a classification system is to model it
after the classification methods employed by
cytotechnologists and pathologists. Instead of focusing on
a single element, the sample is assessed in light of a
number of variables, such as cell distribution patterns, cell
density, the existence of degraded cells and cytoplasms,
the frequency of naked nuclei, etc. It is impossible for
them to achieve the same level of accuracy if they were
forced to classify samples solely on the basis of single
cells. A common term for systems that attempt to model
this approach to classification is ”contextual evaluation”
(CE). Architectural features and relational features are
two other terms that are frequently used in academic
writing.

Cervical cancer is the second biggest cause of
mortality among women, according to the American
Cancer Society. In the previous few years, image-based
disease detection has come a long way. In 2018, 7.5% of
all female cancer fatalities were caused by cervical
cancer, making it the world’s fourth most prevalent cancer
type [1].

Cervical cancer claims the lives of 31,000 women
annually in developing and emerging economies. If
caught early enough, this condition can be prevented.
Cervical cancer in HIV-positive women may be connected
to the virus in one out of five instances, according to the
Centers for Disease Control and Prevention. Screening
effectiveness has been redefined to include factors such as
ease of use, consistency, and oversight, as well as the
ability to detect and treat lesions early [2].

As a result, this disease is not completely reversible,
especially in developing countries where it is most
prevalent. Cervical cancer screening and prevention are,
therefore, extremely important. This includes HPV tests,
cytology or PAP tests, colposcopy, and biopsy for cervical
cancer detection. The procedure was made more efficient,
practical, and cost-effective by the creation of a range of
tools. Most commonly used for cancer and non-cancer
patients is the PAP smear imaging, but it is
time-consuming and requires experienced specialists,
which can lead to missed positive cases. PAP smears and
HPV tests are not only expensive, but they also have
lower accuracy rates. On the other hand, colonoscopies
are routinely employed in poor nations. PAP smear and
HPV tests fail, thus colposcopy is used. At this stage, the
lack of symptoms makes it difficult to make an early
diagnosis for cervical cancer, which is more treatable.
Preventing deaths from cervical cancer and reducing
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sickness and impermanence are both possible with
effective screening programs [3].

Inadequate healthcare resources and a scarcity of
skilled healthcare personnel have combined to
substantially restrict access to screening facilities for
cervical cancer [4].

It’s not uncommon to perform a colposcopy in order
to check for signs of cervical cancer prevention. There
can be a significant impact on the patient’s treatment and
outcomes if this cancer is discovered earlier. In digital
colposcopy, a variety of approaches have been taken to
extracting information from images. They are designed to
assist healthcare providers in conducting colposcopy
examinations, regardless of their proficiency. It has long
been known that computer-aided systems can improve
and analyze the image quality, identify regions and
patterns of instability (TZs), transition zone
classifications (TZs), and categorize cancer risk [5].

Cervical colposcopy and areas of concern can be
improved by using CAD instruments, which can identify
abnormalities. These diagnostic aids can be used by
clinicians, but only those with adequate training and
experience should do so. Pathological regions may be a
sign of these tumours, so spotting them during a
colposcopy examination is crucial. Some of these
anomalies include acetowhite, irregular vascularization
and mosaic areas as well as punctures [6,7].

Table 1: Comparison between proposed architecture and various

parameters run-time measurements; results are presented.

S.No. Model Name Number of Execution Time

Parameters (Per epoch)

1 DenseNet-121[8] 7978856 21 min 10 s

2 DenseNet-169[8] 28681000 24 min 59 s

3 Colponet [9] 6977000 16 min 27 s

4 Inception- 55843161 15 min 36 s

Resnet-v2[10]

5 CYENET 8465376 3 min 32 s

6 VGG19 (TL) 123642856 5 min 24 s

The proposed model CYENET has a run time of 3
minutes and 32 seconds, while VGG19 has a run time of
5 minutes and 24 seconds, as shown in Table 1. For the
CYENET, there are 8465376 parameters, and for VGG19,
there are 123642856 parameters. This doesn’t stop us
from freezing the outermost levels in order to limit the
number of programmable parameters. Due to its dense
structure, the densenet architecture takes the longest to
train of the three models. The soft computation based
cervical tumor segmentation systems is expressed in
Table 2.

Fig. 2: Diagram of the CYENET cervical cancer detection

technique presented
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[] Since Jantzen et al. [16] released their dataset, it has become the gold standard for classification studies in the

Table 2: Cervical cancer screening: A review of relevant studies

METHODS DATASETS ADVANTAGES DISADVANTAGES

XAccuracy is a priority here. Cervical cells need to

Inception V3 Model [1] Herley Dataset XGood generalizability be studied further in

complexity the deep network.

Transfer Learning, Fujian Meternal and More practicality and Limited data.

Pretrained Densnet [2] child health hospital Kaggle efficacy are gained

CNN- extreme learning You can learn a lot in a short time. More complexity

machine (ELM) based Herley Dataset Convergence is a snap. Need more investigation

system [6] The randomness is less.

Gene-assistance module Chinese hospital Scalability and

voting strategy [7] and Universitaro De practicality are improved Limited data.

Carcas, Venezuela

Random forest Requirements for

Adaboost [10] Radiotherapy dataset Improved treatment strategy feature extraction

The pain is more intense.

Improved precision. By extracting relevant

ColpoNet [11] Olposcopy images The ability to classify data, we can improve

information quickly and accurately. our accuracy.

Papanicolaou-stained For one thing, False negative images

CNN Model [12] cervical smear dataset it’s more accurate. account for 1.8% of all

images, according to the data.

Fourier transform Automated and hands-free system.

and machine Mocroscopic images The microscopist Complexity is a lot more.

learning methods [13] saves precious time.

Herley and one Strongness and Parameters must be improved.

CNN-SVM Model [14] private dataset sturdiness The need for

High precision handcrafted features.

Stacked auto a high degree of precision Due to the reduction

encoder[15] UCI database Minimize the amount of in dimensions, training

data that must be transmitted. takes a long time.

literature. This set of data shows that ANNs and SVMs perform the best. That being said, it’s been more than a decade
since this was written, so their performance is clearly outdated. The performance of the seven-class classification problem
was noticeably lower before more recent developments. Many people complain about their inability to tell the difference

Fig. 3: Loss curves for CYENET and VGG 19 training and testing (TL), [17]
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Compromising performance is possible when relying
primarily on multiclass techniques that are overly
sophisticated. There are many advantages to using
finer-grained classification methods. There are a variety
of methods that can be used for multiclass classification,
while others are better suited for binary classification.
That’s why it’s critical to consider the needs and goals of
the CADx system being developed when making a design
decision. Research on binary and multi-class problems
has shown exceptional results in recent studies.
Researchers Chankong and colleagues [17] conducted an
extensive analysis of three datasets and compared their
results to those of best-known algorithms in the field.

2 REVIEW OF LITERATURE

Pre-processing and segmentation are not required,
allowing it to capture the most essential features of an
object. To allow for a broader range of datasets, this
method does not require any ”hard-coding” in order to
work. All these advantages notwithstanding, it takes
almost three minutes and a half to process one picture
patch using this method. Even better results were found in
an alternative approach to the above-mentioned strategy,
devised by Jith et al. [18]. Performance was only
evaluated by accuracy, and a more thorough evaluation is
needed in order to prove its efficiency.

False negative rates are higher in cytoplasm
segmentation methods like those by Lu et al. [19], for
example, which has a high true positive rate. As a result,
the mentioned research examines the advantages and
disadvantages of different segmentation approaches for
cervical cells. When developing an intelligent automated
system, several criteria such as computing complexity,
sensitivity, and specificity must be taken into account, and
this contribution might serve as a starting point by Kumar
T S et al. [20]. Just looking at accuracy alone won’t tell
you much about a computer-aided design system’s
potential.

As a last check to guarantee that the Genctav dataset
[21] is resistant to image variability, it is additionally
tested on a more realistic private collection of samples. In
spite of their pre-challenge release, many other authors
later replicated and compared these methods, making
them the standard by which other implementations were
measured.

Retrieving visual elements that better complement
clinical information using network learning can be
achieved by using backpropagation. When various
screening alternatives were available, Fernandes and his
colleagues were able to forecast the patient’s risk using a
partial transfer paradigm, [22]. Both numerically and
verbally expressed. In order to translate the contributions
of each feature into a common linear model, researchers
are looking into regularisation strategies.

Different tests have been proposed to automatically
discover their relative weights by using information gain

and gradient-based algorithms [23]. The final decision is
reached by combining and comparing data from various
sources with the training set. As a result of this, these
methods tend to look at clinical variables on their own,
without taking into account their correlations.

A major drawback of conventional approaches is the
wide range of possible cell appearances. It is also possible
that the abnormality detection process will overlook
important or more complex discriminative information if
only specific hand-crafted features are extracted and
selected. Convolutional neural networks (CNNs) can
automatically extract hierarchical features without the
need for prior segmentation steps. Deep learning can refer
to either an ANN with a high number of hidden layers or
segmentation-free methods that use only the pixels in an
image as input rather than previously extracted numerical
data. Deep Belief Networks outperformed SVM-based
feature extraction and segmentation in a range of
classification tasks, according to Rasche et al. [24]. There
were, however, some difficulties in distinguishing
between minor structural differences between LSIL and
healthy types.

For women who have not yet complained of any
symptoms, a cervical cancer screening can look for both
precancerous and cancerous tumours. More than half of
cervical cancer cases may be prevented if precancerous
tumours were discovered and treated early on. We’ll focus
on cervical cancer screening in this section because it’s
important to understand medical and biological principles
thoroughly [25].

The Bethesda method specifies a minimum level of
cellularity as a need for smear adequacy, however this is
rarely referenced in automated solutions research. When
it comes to cellularity, it is important to distinguish
between squamous and glandular cells, as adequate cell
density only takes into account the latter. In contrast,
finding and classifying glandular cells is an extremely
rare occurrence. For this sort of cell, commercially
available technologies have shown substantial
false-negative rates [26].

In medical applications, it is generally desirable to
avoid false negatives, i.e., miss-classifying any abnormal
condition. While this results in an increase in FP, it may
not be a problem for cytology systems. Even a modest
amount of FP can render the system almost worthless
because a single slide can include tens of thousands of
cells (depending on how it was prepared). With this in
mind, a healthy sample of 20k cells with an error rate of
one percent will yield 200 abnormal cells on a normal
slide. An ASC-US-diagnosed test slide contains an
average of 20 abnormal cells [27], and an FNA error rate
of 20% results in 16 abnormalities when scanning the
entire slide. When there are abnormal cells present,
finding an abnormal cell is still difficult. As a result,
sensitivity is an important consideration when searching
for an abnormal cell on an abnormal slide.

Squamous abnormalities are 10 times more common
in cervical cytology specimens than glandular atypia.
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Some 9 percent to 38 percent of the observed findings were later diagnosed with substantial lesions or aggressive
carcinomas in follow-up examinations [28]. Even though it isn’t one of the top goals for CADxsystems, some attention
should be paid to the detection of glandular cellular abnormalities, not only because it can indicate more significant issues,
but also because it can help assess whether or not a slide is suitable or not. In terms of deep learning, we’d like to point out
two examples. The first significant CNN-based technique was proposed by Zhang et al. [29], with findings that are similar
to but marginally inferior to those of Chankong et al. [30]. Features-based techniques, on the other hand, necessitate
extensive pre-processing or segmentation, which is not necessary with this method. As a result, it is more tolerant of noise
and can be applied to different datasets because it is not ”hard-coded.” Even with these improvements, the approach is
still too slow for clinical application, taking 3.5 seconds for each picture patch.

In terms of classification, a research by Jantzen et al. [31], which used the Herlev dataset as a baseline, is the gold
standard. SVMs and ANNs are the most popular models in this dataset. That being said, it’s been more than a decade since
this was written, so their performance is clearly outdated. The performance of the 7-class multi-class classification issue
was much lower before the more recent improvements. It’s widely accepted that it’s difficult to tell the difference between
social classes. ”Normal Columnar Epithelial” is also a common source of incorrect classifications due to the cell type
and shape of Herlev’s class. Senthil Kumar T et al. improved accuracy by extracting performance assessment measures
using an image thickening and background thinning technique [32]. Table 3 shows the performance analysis of different
segmentation techniques and datasets based cervical cancer classification methods. This is the most important studies on
cervicalcell segmentation.

Table 3: Performance analysis of various segmentation techniques based cervical cancer classification methods.

Authors/ Segmentation Technique Cells Overlap Datasets Performance

Year

Tareef et al. Multi-pass watershed + Yes ISBI 2014, 0.925; Rec: 95.0%; Prec: 90.6%.

2018 [33] Ellipse fitting ISBI 2015 (ISBI 2015) Cyt DSC: 0.851

Nosrati and Random forest (RF) classifier Yes ISBI 2014 Rec:91.6%; DSC: 0.900.

Hamarneh + Level Set with elliptical, Cyt DSC: 0.871

2015 [34] 2014, and/or star shape

prior, 2015, and Voronoi

energy based, 2015

Ushizima et al. Graph-based region Yes ISBI 2014, (ISBI 2014): Nuc Rec: 87.1%;

2015 [35] growing + Voronoi ISBI 2015 Prec: 96.8%; DSC: 0.914.

Diagram Cyt DSC:0.872. (ISBI 2015):

Cyt DSC: 0.875

Phoulady et al. Iterative thresholding + GMM Yes ISBI 2014, (ISBI 2014): NucPrec: 96.1%;

(2017) [36] Expectation-Maximization (EM) ISBI 2015 Rec: 93.3%. Cyt DSC: 0.901.

+ Grid approach with distance (ISBI 2015): Cyt DSC: 0.869

metric from multi-focal images

Tareef et al. SVM classification + Shape Yes ISBI 2014 Nuc Prec: 95%; Rec: 93%;

2017 [37] based-guided Level Set DSC: 0.93. Cyt DSC: 0.89

based on Sparse Coding for

overlapping cytoplasm

Song et al. Multi-scale CNN feature Only Private, (ISBI 2015): Nuc DSC: 0.93.

(2014, 2017) extraction with spatial pyramids touching ISBI 2015 Cyt DSC: 0.91

[38] + neural network (NN). nuclei

Refinement: Graph partitioning (2015).

+ Unsupervised

Gautam et al. CNN with selective pre-processing No Herlev Prec: 89%; Rec: 91%; DSC:0.90

(2018, 2018) based on nucleus size and

[39] chromatin pattern +

post-processing morphological

filtering.

Tareef et al. CNN patch-based for cellular Yes ISBI 2014 DSC:0.94. Cyt DSC:0.897

2017 [40] components classification.

Cytoplasm estimation by

Voronoi Diagram + Level

Set with Shape prior.
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Table 4 summarises the cervical cell classification. When comparing results from multiple datasets, only publicly
available datasets were used. Image datasets for the analysis of breast cancer images are shown in Table 5.

Table 4: Performance analysis of various cervical cell Classification techniques

Authors/ Segmentation Technique Cells Datasets Performance

Year Overlap

Zhao et al. Image segmentation and Private 2-class Acc 98.98%; Rec 95.0%;

2016 [41] partitioning. Classification Sp 99.33%

using a radial basis

function-SVM after feature

extraction from

non-background blocks.

Bora et al. Combination of LSSVM, Herlev, 2, 3 class (Herlev) 2-class: Acc 96.51%;

2017 [42] MLP, and RF, each with Private Rec 98.96%; Sp 89.67%.

a different weighting 3-class: Acc 91.71%;

scheme. Classification Rec 89.41%; Sp 94.84%;

at the single cell and

smear level

Gómez et al. Various algorithms are put Herlev 2-class Acc 95.74%

2017 [43] up against one another for

comparison. Bagging +

MultilayerPerceptron and

AdaBoostM1 + LMT are

the best.

Zhang et al. Using Transfer Learning, Herlev, 2-class: Acc 98.3%; Rec 98.2%;

2017 [44] a nuclei-centered HEMLBC Sp 98.3%; H-mean 98.3%;

patch-based CNN (Private)

Jith et al. CNN based on fine Herlev, 2-class: Acc 99.6%

2018 [45] tunedAlexNet Aindra

(Private)

Gautam et al. Decision trees with CNNs Herlev, 2, 7-class 2-class Acc: 99.3%.

2018 [46] on each leaf, or CNNs Aindra 7-class Acc: 93.75%

created from (Private)

AlexNet-trained patches.

Lin et al. Combine RGB images Herlev 2,7-class 2-class: Acc 94.5%;

2019 [47] with cytoplasm and Rec 97.4%; Sp 90.4%.

nucleus masks as a 7-class: Acc 64.5%

five-channel input to a

number of pre-trained

CNNs.

Elayaraja et al. GA based CNN Guanacaste 2-class Sen: 99.37% Sp: 98.9%

2022 [48] classification method dataset Acc: 99.21%

Table 6 shows the estimating of the combined influence of African HIV-infected women’s knowledge, attitude, and
practice toward cervical cancer.

2.1 Predictions of cervical cancer identification by photonic method

Cervical cancer is the most frequent cancer in the world, according to estimates [62,63]. Every year, approximately 2,500
Polish women are diagnosed with cervical cancer, which is part of a global total of 500,000, [64]. Cervical cancer mortality
and incidence have been drastically reduced thanks to screening programmes, [65]. There is still a great need for solutions
that can back up the doctor’s subjective diagnosis in many cases, [66].
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Table 5: Image datasets for breast cancer image analysis

Dataset Size Classes/Targets Format Type Author/Repository,

Year

MIAS 322 2 pgm Mammography Suckling, J. et al. [49]

DDSM 55,890 410 Npy Mammography Scuccimarra [50]

InBreast XML Mammography

InBreast XML Mammography

Breast Cancer 568 3 csv Mammography Dua, D. and Graff, C. [51]

Wisconsin

BreakHis 7909 2 png Histology Bukun [52]

BACH/ICIAR2018 400 4 tiff Histology G.Aresta [53]

Table 6 shows the estimating the combined influence of African HIV-infected women’s knowledge, attitude, and practice toward

cervical cancer.

Table 6: Study characteristics include: estimating the combined influence of African HIV-infected women’s knowledge, attitude, and

practice toward cervical cancer.

First Year Study Study Study Sample Knowledge Attitude Practice Age range

Author setting location design size /Mean

age in years

Solomon 2019 Health Ethiopia Cross- 475 119 36

et al [54] facility sectional

Shiferaw 2018 Health Ethiopia Cross- 581 136 35

et al [55] facility sectional

Mitchell 2017 Health Uganda Cross- 87 1 30-–69

et al [56] facility sectional

Stuart 2019 Health Ghana Qual-Quant of 60 48 ≥ 18

et al [57] facility parent cohort

Adibe & 2017 Health Nigeria Cross- 447 45 194 ≥ 9

Aluh [58] facility sectional

Belglaiaa Health Morocco Cross- 115 24 15 34.9

et al [59] facility sectional

Rosser 2015 Health Kenya Cross- 106 69 72 89 34.9

et al [60] facility sectional

Maree & 2014 Health South Cross- 315 198 38.9

Moitse [61] facility Africa sectional

Patients may be subjected to unnecessary procedures, increased treatment costs, and even death as a result of the lack
of precision in the classification of a patient’s neoplastic lesion. Cervical premalignant alterations are most often caused
by the human papilloma virus, or HPV [67]. Only a handful of HPV strains pose a significant risk to women.

Because early detection of cervical cancer is so critical, several approaches aimed at improving it have been proposed
and are currently being developed. The most common methods include a biopsy, imaging, and a doctor’s examination.
When it comes to analysing data, imaging provides a wide range of options, and these results can help clinicians at the
diagnosis stage of treatment. [68].

Deep learning-based convolutional neural networks can detect and categorise malignant cells with an accuracy of 99.7
percent [69]. Cervical cancer can now be detected and classified automatically from cervigram images using a specialised
pipeline [70]. Deep learning models and CNNs are used in the solution, which guarantees fast and accurate results. Fuzzy
C-means (FCM) clustering was found to have an accuracy of 93.78 percent for issues with two classes and 99.27 percent
for problems with seven classes [71]. The stacked autoencoder—softmax model deep learning method can reduce dataset
dimensions and achieve classification accuracy of 97%, [72]. Using the Support Vector Machine (SVM), up to 90%
accuracy, nearly 100% sensitivity, and 83% specificity can be attained [73]. SVM-RFE (recursive feature elimination)
and SVM-PCA (recursive feature elimination) can benefit from limiting the number of components to eight (principal
component analysis). SVM, on the other hand, struggles with large datasets, and training takes a long time. The majority
of the techniques and algorithms presented show satisfactory performance in accomplishing their tasks [74]. Kumarganesh
et.al. (2018) recommended an ANFIS classifier method for the classification of tumours from the source images. They
achieved 96.6% of classification accuracy [75].
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A large database is required to train CNNs, which
may be a problem when dealing with medical data. In
terms of time efficiency, it is also worse than the
conventional algorithms. There can be over 98 percent
classification accuracy utilising random algorithmic
methods like random tree or random forest or
instance-based K-nearest neighbour [76]. The
neuro-Fuzzy algorithm provides high accuracy and less
computation time compared to the Fuzzy C means
algorithm by Senthilkumar T et al. [77].

For the sake of speed, we present a simpler solution
for data collection, processing, and data size reduction
[78,79]. Optical sensing and machine learning are two of
the most quickly developing domains, and we propose
integrating their application in this study. Using a fast,
reliable, and non-destructive optical approach [80,81] and
specialised software to analyse the recorded data [82,83],
surgeons may now promptly diagnose neoplastic lesions
in the cervical spine. The refractive index values of
tissues will be used to identify them.

The refractive index of a substance is one of the most
critical physical qualities for identifying it. Cell density
and the nuclear-cytoplasm ratio, two morphological
characteristics of biological tissues, are significantly
linked to it [84]. T S Kumar et al. proposed
morphological operations over the RNFL that provide
better results in obtaining the layer thickness compared to
the other existing enhancement approaches [85]. Normal
and malignant cells in the cervix have varying refractive
indices, making it possible to distinguish between the two
with considerable ease [86].

Three stages of CIN have been defined by histological
findings: CIN1, CIN2, and CIN3 [87]. The percentage of
cervical epithelial alterations determines the severity of
cervical dysplasia. CIN1 has a modest level of
carcinogenicity. CIN1 resides in the basal one-third of the
epithelium. The nuclear abnormalities in CIN2 are more
severe compared to those in CIN1. When looking at the
epithelium, we notice abnormal cell proliferation in its
lower two-thirds. With the presence of aberrant cells
throughout the epithelium, the CIN3 syndrome can be
correctly identified. Low cancer risk and high relapse risk
are two of its distinguishing characteristics. The L-SIL
and CIN1 are histologically identical when examined
under a microscope. In terms of progression and
regression, the H-SIL (High-Grade Squamous
Intraepithelial Lesion, CIN2 and CIN3) is more common.

Samples with known refractive index values [88,89]
could be categorized as either healthy or malignant based
on their results. This classification model’s predictive
power was tested using a variety of supervised machine
learning algorithms. Additionally, a new test dataset was
needed to evaluate the suggested approach’s performance.
Cancer has been discovered if the basal membrane is
penetrated. In addition, the determination of the refractive
index must be accompanied by a determination of the
basal layer. Consequently, the Fabry–Perot interferometer
length sensitivity of the developed method is essential.

The depth of the cervical epithelium, which determines
the degree of dysplasia, is measured by this parameter.

A Fabry–Perot interferometer was used to measure
the refractive indices of the liquids under study.
Fiber-optic technology was used to build the reflective
measurement setup. FiberLabs Inc. in Japan provided the
optical spectrum analyzer (Ando AQ6319) and optical
coupler (SLD-1550-13-) (Lightel from Renton in
Washington, USA). Central wavelength of the light
source was 1550 nm with a 35-nm wide spectral range. A
silver mirror and a polished fibre end-face formed the
Fabry–Perot resonance cavity, [90,91].

Thiyaneswaran B et al.(2020) used k-mean clutsering
approach for the detection and segmentation of cancer
regions in skin images. The authors have attained 90.0%
of average accuracy with respect to open access dataset,
[92]. Microscopy diagnostics are not widely available in
low-resource countries, preventing many common and
treatable ailments from being detected and treated [93].
Implementation in clinical practise has been slow, despite
significant advancements in point-of-care digital
microscopy diagnostic technology (POC), [94]. A deep
learning AI model is used to analyse microscopy slides
that have been digitised at the POC and transferred
through local data networks. Cervical cancer is still a
common and deadly disease in places where there are no
screening programmes in place [95]. Sub-Saharan Africa
will bear the brunt of the disease load in the coming
decade, with prevalence and mortality rates likely to grow
sharply, [96].

Kumarganesh et.al. (2016) suggested an Adaptive
Neuro Fuzzy Inference System (ANFIS) classifier
technique for the classification of tumors from the source
images. They achieved 93.07% of sensitivity, 98.79% of
specificity, and 97.63% of cancer segmentation accuracy
[97].Although vaccines against HPV, [98] have the
potential to significantly reduce disease occurrence,
vaccine programmes can take decades to reach their
maximum potential, leaving millions of women
vulnerable despite the best efforts [99]. Thiyaneswaran B
et. al projected the deep learning Alex network system
categorizes the iris with an accuracy of 99.1%, [100].
New POC diagnostics and screening tests are still needed
[101,102]. It is possible to employ cytology screening
(Papanicolaou test analysis) in resource-constrained
countries, but it is labor-intensive and vulnerable to
fluctuations in sensitivity or reproducibility so that
medical experts must analyse the samples [103,104]. This
can be done utilising polymerase chain reaction
techniques that have a high level of sensitivity and
repeatability [105]. Precancerous lesions, on the other
hand, have a low specificity due to the fact that most HPV
infections are temporary, [106,107,108,109].
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3 METHODOLOGICAL METHODS FOR

DIAGNOSIS OF CERVICAL CANCER

3.1 HPV Testing: Methodologies and

Implementation

Pap tests and other cytology-based methods can detect
varying degrees of cellular degeneration by morphologic
analysis of cells taken from a woman’s cervix. Although
there are certain limitations to cytology-based testing, it
has been the norm for cervical cancer screenings since the
Pap test’s inception owing to its high specificity.
Imperfect fixation, non-uniform cell distribution, blood
and mucus obscuration, and low repeatability are some of
the issues that can arise. These problems can make it even
more difficult to interpret the results, hence experts in the
field are needed. In addition, there have been attempts to
enhance cytology-based methods and alternatives, such as
the UltraFast staining technique, liquid-based cytology
(LBC) with the ThinPrep R© Pap test (Hologic, Inc.,
Marlborough, MA, USA) and SurePathTM (SP; BD
Diagnostics, Burlington, NC, USA) [110], and visual
inspection using acetic acid or Lugol’s iodine. However,
the sensitivity of these methods is not ideal, leading to
uncertain results, such as Atypical squamous cells of
undetermined significance (ASCUS, or ASC-US after the
2001 Bethesda Workshop).

3.2 Reasoning of HPV Testing Implementation

in Screening Programs

HPV testing eliminates the need for morphologic
interpretation of data, which can be influenced by
inter-observer variability in cytology, and instead relies
on an objective molecular technique to screen for cervical
cancer. In order to identify high-grade cervical dysplasia,
HPV testing depends on detecting the virus or its
consequences [111]. One advantage of HPV testing is that
it permits longer screening intervals. This is because
hrHPV takes longer to progress to cancer than pre-cancer
cells. To be more specific, initial HPV testing according
to European criteria can be done every five years, with the
possibility of extensions to every ten years depending on
the woman’s age and medical history. As an added bonus,
HPV testing is quite accurate, has a high negative
predictive value (NPV), requires little in the way of
training, is very reproducible, and can handle a large
volume of patients with ease. A more economical choice
was to conduct primary HPV testing every five years
using cytology as a triage in conjunction with HPV
vaccination. Nevertheless, when determining the starting
age for screening, it is crucial to consider the virus’s
biology in connection to its host.

According to the European guidelines, main HPV
testing should begin after the age of 30 and continue up to
35. This is to prevent women who are likely to have

temporary infections from being overtreated or subjected
to needless follow-up due to the test’s relatively low
specificity. Although primary HPV testing is mandated
for anyone over the age of 30, the European standards
permit primary cytology programmes to remain in place
for those aged 20 to 30 in regions or countries where such
programmes are prevalent and effective. However, women
who have not had an HPV infection since they were 55
years old are not at high risk for a persistent HPV
infection that could lead to cervical cancer, even though
the recommended age to begin a screening programme is
60–65 years old [112]. There have been reports that
cytology testing is not ideal for postmenopausal women
and women in this age range because the cervical canal
has fewer accessible transformation zones and epithelial
atrophy [113]. The age at which HPV testing should no
longer be performed is an ongoing topic of discussion and
is subject to revision in light of new scientific data,
nevertheless, this is necessary because the risk remains
for that cohort, [113].

3.3 Machine learning methods in cervical

cancer detection

Brain tumours, cervical cancer, breast cancer, COVID,
physical activity, thermal sensation, and cognitive health
evaluation of dementia patients are some of the areas that
are now benefiting from the application of machine
learning and deep learning. It outperforms more
conventional methods of diagnosis thanks to
developments in the healthcare sector [114]. There has
been an increase of 493,000 cervical cancer patients
annually, with 15% of those patients being female,
according to medical records released by Global Cancer
Statistics. With an 83% fatality rate, this illness is most
common in underdeveloped nations. Particularly common
in African nations, such as Uganda (with 65% of
confirmed cases), which has the fourteenth-highest
prevalence of cervical cancers.

Cervical cancer is the leading cause of human
papillomavirus (HPV) infection. HPV infection can be
spread through sexual contact. The higher risk of HPV
acquisition is associated with sexual behaviour that is
related to age at first sexual contact and the sexual activity
of the accomplice. Important to realising risk
expectations, cervical cancer is more easily avoided than
other types of cancer thanks to widely available screening
and diagnosis methods. A tumour that is malignant is the
malignant cervical development. Uncontrolled cell
division and aberrant cell proliferation characterise
cervical cancer. In the worst case scenario, early detection
can save lives by preventing the spread of infection to
other parts of the body caused by cancer cells that
metastasize from the tumour. A decrease in cervical
cancer-related deaths is possible with the help of efficient
screening programmes, [115]. A number of screening and
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diagnostic approaches rely on computer-aided design
(CAD) frameworks due to the rapid development of
current clinical innovation and computer technological
innovation.

To enhance the quality of the training dataset, our
research used the random forest (RF) to discover crucial
features. Every tree in the RF forest grows on a bootstrap
sample of data, and the attributes of each other node are
chosen at random from a subset of all characteristics. The
entity’s final level is determined by the total number of
votes cast across all forest trees. An RF approach is ideal
for analysing specific biological data in
pharmacogenomics studies because of its many
advantages. Finally, it accepts a large variety of vectors as
inputs, both quantitative and qualitative. Additionally, it
provides a standard for feature selection by testing the
attribute’s importance in estimating the type. Third, as the
forest expands, RF creates a reliable classifier for doing
impartial, internal generalised analysis, [116].

4 CONCLUSION

The World Health Organization (WHO) says that cancer
of the cervix is the utmost frequent cancer among women.
In 2018, a predictable 570 000 women were detected with
cervical cancer worldwide and about 311000 women pass
away from the illness. Effective primary (HPV
immunization) and secondary (precancerous lesion
screening and treatment) impediment methods will avoid
most cases of cervical cancer. Cervical cancer is one of
the furthermost effectively curable types of cancer when
detected early and managed properly. Late-stage cancers
can also be managed with suitable medication and
remedial care. Cervical cancer as a public well-being
complication can be eradicated within a generation with
an extensive method for prevention, screening, and
treatment.

Cervical screening procedures and relevant
computational methods for cervical cell analysis are
examined in this review, which provides a context for
current screening practices. As a whole, numerous
segmentation and classification methodologies were
examined and contrasted for their various advantages and
disadvantages. Some of the issues that will define the next
generation of computer-aided diagnosis systems and the
goals of future cervical screening research are discussed
in this article. Among the many topics, we’ll cover are
how to assess the appropriateness of a solution, data
segmentation, and data classification.

4.1 Future work

The future of cervical cancer detection and therapy holds
great promise, especially with the discovery of key risk
factors and the application of diverse segmentation

pre-processing approaches. Future categorization
algorithms can potentially benefit from larger and more
evenly distributed data. Ultimately, there are now a
number of options for cervical cancer screening, each
with its own set of pros and cons. Though older
procedures like Pap smears are still used most often,
newer ones like HPV testing, VIA, and VILI are gaining
ground. When it comes to diagnostics and follow-up, a
colposcopy is a valuable tool. In order to diagnose
cervical cancer early and treat it effectively, screenings
should be conducted regularly. Cervical cancer screening
recommendations should be followed, and women should
talk to their doctors about their screening alternatives.
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