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Abstract: This study investigates the fundamental characteristics of the quadratic transfer function, widely 

acknowledged as the most basic function exhibiting complex poles in control system theory. The transfer function 

assumption becomes very significant, mainly when designing the control systems in analog devices. For this specific 

topic, the research is planned to systematically collect and analyze critical data regarding the RTU and its importance 

in the overall design of the power plant. Moreover, the study undertakes the quadratic transfer function as the 

appropriate initial filter design followed by other filter types, namely ones of second-order divisions. This study 

proposes integrating the Proportional-Integral-Derivative (PID) controller to improve the dynamic aspects of reducing 

a second-order transfer function. The endpoint is to find one particular parameter configuration of the PID controller 

appropriate for system stability during the transition, which is a significant task in control system design. The 

investigation considers a change of transfer function parameter to find out the implications on transfer function unit 

step response parameters. The analysis contributes to the acquired knowledge of the system's behavior and competes 

with the theoretical concepts of control system dynamics. 
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1 Introduction 

Transfer functions are mathematical models that estimate the signal change from the input to the output signal. 

Therefore, they are commonly used in physics, mathematics, engineering, chemistry, and others to mimic and describe 

different systems. For instance, the transfer functions can describe the dynamics of the linear systems covering the 

mechanics, the electrical circuits, and the chemistry. They are also applied to the investigation of the dynamic system 

response to a given input signal and the system's stability and mode of behavior. Transfer functions can control the 

category of controllers and amplify a system's performance. 

Moreover, transfer functions model the behavior of nonlinear systems, including those with some feedback frequently. 

Through it, the system's control and stability performance are analyzed, which is called the transfer function. Such 

investigations investigate transfer functions to determine and represent actual physical events [1-5]. As stated in [6–9], 

identification is vital for industrial operations. For modeling and control applications in [10], a fractional transfer 

function is utilized to create a low-order algorithm. The studies above demonstrate that transfer functions may represent 

thermal, hydraulic, electrical, and hybrid systems. Second-order transfer functions (SOTFs) hold a unique position as 

they can represent a broad range of physical systems due to their inherent characteristics. In particular, the studies cited 

in references [11-15] employ systems featuring a SOTF, for which the transfer function structure is known. Still, the 

function parameters are often unknown and must be derived from the parameters of the original system's differential 

equation model. Several approaches are available for calculating these parameter values, with one option being using 

metaheuristic algorithms as described in the reference [16]. Although such methods may require iterative processing, 

they offer the advantages of simplicity and ease of implementation. At the same time, the slow-moving parameters of 

the process do not pose a significant obstacle to accurate parameter estimation [17,18]. 

The estimation of parameters for a transfer function is a widely discussed topic. In the case of an electrohydraulic servo 

transfer function, various relevant studies, such as [19], are used to estimate the function's parameters based on 

amplitude-frequency characteristics. The problem of finding the exact solution is addressed through implementing 

different methodologies such as heuristic, metaheuristic, and exact methods. For instance, [20] can be utilized to 

estimate the system's transfer function by means of Matlab's System Identification Toolbox and Vector Fitting based on 

the frequency of the system's response. Therefore, on the one hand, he [Neuman] utilizes the second-order dynamic 
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system Newton identification method for parameter estimation, and on the other hand, he [Neuman] uses the heuristic 

algorithm. [22,23] The parameters are estimated through the Newton method, in which the least squares technique and 

the damping cyclic parameterization method are applied. Some studies, such as [24-26], suggest using the impulse 

response as an alternative to the step response for parameter estimation. 

In contrast, others, such as [27,28], focus on using the gradient for parameter identification. In [1], the authors 

determine the transfer function parameters based on Green's function and test their hypothesis using an experimental 

setup. Finally, [29] focuses on locating a Flame Transfer Function to find the Wiener-Hopf inversion motif while 

avoiding skewed feedback system results. To do this, the writers evaluate several identifying techniques and compare 

them. Some investigation on the determination of transfer function parameters using frequency response. In [30], the 

properties of a high-frequency induction machine are determined through analysis of its frequency response. In [31], an 

imprecise frequency response function and modal data are utilized to identify structural degradation. 

In contrast, specific attempts, such as the one shown in [32], utilize the reaction in the temporal domain, as with the 

current investigation. Much study has been conducted on the use of metaheuristic algorithms for the determination of 

parameters. Several publications, such as [2,33], apply diverse identification techniques and algorithms. There are 

several bio-inspired metaheuristic algorithm types. This method type is often adaptable to various applications and 

easily parallelizable. Yet, its results are frequently approximations based on the search space. Genetic algorithms are 

commonly used as an algorithm type to suggest a locally optimal alternative when the answer is beyond the scope of the 

search. Two examples of its widespread application are the optimization of motor control [2] and crude oil operations in 

refineries [34]. Unfortunately, their efficacy depends on several crucial characteristics that are difficult to estimate. 

Thus, studies such as [35] rely only on generic parameter methods (population, stop condition, and search range). The 

particle swarm optimization approach is a popular alternative with various versions and uses. Regrettably, the original 

version of the algorithm tends to achieve irrational optimizations quickly. Therefore, many authors have suggested 

significant algorithmic improvements [36]. 

Conversely, approaches like cuckoo search utilize bird flight patterns to locate targets [37]. Although the cuckoo 

algorithm yields similar outcomes to genetic algorithms, it necessitates fewer setup parameters. Nevertheless, its 

convergence is gradual. 

There is a significant amount of curiosity in proportional integral derivative (PID) controllers, which are utilized in 

several industrial applications. They are architecturally straightforward and offer strong performance throughout various 

operational conditions. Without a thorough understanding of the process, these controls represent the most effective 

options. These controllers consist of three main elements: the proportionate (P), integral (I), and derivative (D) 

components. The proportionate component is responsible for maintaining the selected set point, known as reference 

tracking. Meanwhile, the integral and derivative sections measure the sum of previous errors and the rate of error 

change in the system.  

PID controllers are often more prevalent than other types of control. It is even referred to as the "bread and butter" of 

control engineering as it is an integral part of the toolset of any control engineer. Moreover, it is the most general 

feedback and a versatile and straightforward technique. Almost ninety-five percent of control loops in process control 

are PID-type. The majority of loops utilize PID control. Nowadays, PID controllers are employed anywhere where 

control is required. The controllers are available in various formats [38-43]. Equation 1 describes the overall structure of 

a PID controller. 

Tuning a PID controller discusses the modification (or update) of its many settings to get an optimal overall response 

(P. I and D). Essential response criteria include stability, peak time, overshoot, and intended rising time. 

A significant modification of the PM settings can satisfy various processes' demands. The tuning process entails 

examining the system's step-response to ascertain the PID parameters if the system may be turned off. However, in most 

industrial applications, the system must remain online, and competent employees must manually perform the tuning, 

which can be prone to human error and ambiguity. Another tuning approach is the Ziegler-Nichols method [38, 39], 

which is suitable for online computations but can involve trial and error and may not be ideal for specific situations. 

Equation 1 demonstrates the output function based on the set point. 

𝑢(𝑡) =  𝐾𝑝𝑒(𝑡) + 𝐾𝑖 ∫ 𝑒(𝜏)𝑑𝜏 + 𝐾𝑑
𝑑𝑒(𝑡)

𝑑𝑡

𝑡

0
          (1) 

The SOTF [38], [39] practically represent a dynamic system with linear time constants. A transfer function is a job Task 

variant in mathematics. The transfer function for finite-dimensional approaches is merely a Boolean function of a 

complex variable [40, 41]. Examination of basic algebraic manipulation of differential equations representing systems 

can provide the transfer function. Transfer functions can explain processes with extremely high order, including 
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controlled infinite-dimensional systems with partial binary equations [42, 43]. The system's transfer function can be 

determined through system experiments. As indicated in Figure 1, SOTF response is characterized by the following 

characteristics [44], [45], and [46]: 

 

Fig. 1: SOTF specifications. 

• Delay time td: The time required for the reaction to reach 50 percent of its starting value. 

• Rise time tr: The time needed for a response's final value to grow by 10%,5%, or 100%. Typically, the 0%-to-

100%rise time is employed for second-order systems that are dampened. The 10% to 90% rise time is generally 

used for systems with excessive damping. 

• Peak time tb: The time needed for a reaction to reach the initial peak of an overshoot. 

• Maximum overshoot Mp: Maximum overshoot is the most outstanding value measured from unity at the apex of 

the response curve. Commonly, the maximum percent overrun is utilized if the final steady-state value of the 

response departs from the agreement. The most remarkable (percent) overrun quantity reflects the system's relative 

stability. 

• Settling time ts: The time necessary for the response curve to approach and maintain inside a band of the final 

value of size, expressed as a percentage of the final value (often 2 or 5 percent). The settling time is proportional to 

the control system's most crucial time constant (the time required to move the system response to a steady state). 

2 Context and Typical Applications of a Second-Transfer Function 

The purpose of this section is to discuss the SOTF and the systems it is typically used to represent. Moreover, A second-

order function can represent both a higher-order and a first-order system, allowing for a broad range of engineering 

systems to be characterized. Thus, the SOTF can represent numerous engineering systems. Equation (2) describes its 

typical form: 

𝐺(𝑠) =
 𝐷

𝐴𝑠2 + 𝐵𝑠 + 𝐶 
            (2) 

Equation (2) indicates a vast number of non-zero physical systems. If the equation is rearranged to account for the 

dynamic response, the identical equation is rewritten as follows: 

𝐺(𝑠) = 𝐾
 𝜔𝑛

2

𝑠2 +2𝔗𝜔𝑛 𝑠 + 𝜔𝑛
2 ′

 
            (3) 

where the dc gain is represented by K, which is the proportion between both the steady-state and amplitude response 

when a step input is applied to a stable system, the damping factor is defined by 𝔗 , and the undamped natural 
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frequency is given by 𝜔𝑛
⬚ . In comparison, a transfer function is characterized by Equation (4) as the output over the 

input: 

𝐺(𝑠) =
𝑂𝑢𝑡𝑝𝑢𝑡(𝑠) 

𝐼𝑛𝑝𝑢𝑡(𝑠) 
             (4) 

Equation (5) defines the output of a system: 

𝑂𝑢𝑡𝑝𝑢𝑡(𝑠) =
 𝐷

𝐴𝑠2 + 𝐵𝑠 + 𝐶 
∗ 𝐼𝑛𝑝𝑢𝑡(𝑠)    (5) 

Given the above, [A, B, C, D] is defined as the unknown parameters vector. Assuming that the input signal to the 

system is a step signal with a magnitude of 'a', the transfer function can be expressed in the following manner:  

𝑂𝑢𝑡𝑝𝑢𝑡(𝑠) =
 𝐷

𝐴𝑠2 + 𝐵𝑠 + 𝐶 
∗

𝑎

𝑠
     (6) 

In contrast, the FVT enables the computation of the end value of a transfer function even when its transitional period is 

not defined. Equation (7) also demonstrates that the theorem applies to stable systems. 

lim s𝐹(𝑠)
𝑠→0

= lim
𝑡→∞

𝐹(𝑡)    (7) 

Equation (8) describes the calculated value of the transfer function, such as equation (7), when the FTV is utilized: 

𝑂𝑢𝑡𝑝𝑢𝑡(𝑠) =
 𝐷

 𝐶 
∗ 𝑎    (8) 

Therefore, the ultimate value of this sort of function is decided through the values of the factors C and D. The FVT was 

employed as a constraint to which the algorithms essentially adhere when looking for factors. 

2.1 Electrical System Transfer Function 

 Using the equations of Ohm and Kirchhoff, it is known that the dynamic model of an RLC circuit, like the one seen in 

Figure 1, is governed by equation (9). 

 

Fig. 2: RLC circuit employed to determine the SOTF in electrical systems. 

𝑉(𝑡) = 𝑉0 + 𝐿𝐶
 𝑑2𝑉0

 𝑑𝑡2 
+ 𝑅𝐶

𝑑𝑉0

𝑑𝑡
    (9) 

Equation (9) presents the dynamic model of the circuit when considering the input as the voltage source V(t) and the 

output as the capacitor voltage (Vo). The circuit consists of a power source voltage given by V(t), a mesh current 

represented by I(t), a resistor denoted by R, an inductor value indicated by L, and a capacitor value represented by C. 

The results were as follows after applying the location transform while taking into account null initial conditions: 

𝐺(𝑠) =
𝑉0(𝑠)

𝑉(𝑠)
=

1

𝐿𝐶𝑠2𝑠 +𝐶𝑅 + 1 
                (10) 

Equation (11) provides the predictable system output when a voltage input of magnitude a is supplied. 

𝑉0(𝑠) =
1

𝐿𝐶𝑠2𝑠 +𝐶𝑅 + 1 
∗

𝑎

𝑠
                (11) 

Equation (11) represents the second-order transfer function that characterizes the circuit. However, it is possible to 

obtain the same expression using metaheuristic techniques and the standard structure of a SOTF without knowledge of 

the system's dynamic model or parameter values. This approach is especially advantageous when only the system's 

output is observable, and its specifics are unknown. 

Another illustration of the electrical system is the R.L. circuit in Figure 3. The voltage across the resistor serves as a 

representation of the system's output, and it is referred to as a first-order transfer function. A differential equation 

describes equation (12)'s dynamic model of the R.L. circuit, and equation (13) provides its associated transfer function. 
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Fig. 3: The R.L. circuit utilized in electrical systems for obtaining the first-order transfer function. 

𝑉(𝑡) = 𝑉0 +
𝑅

𝐿

𝑑𝑉0

𝑑𝑡
                                     (12) 

𝐺(𝑠) =
𝑉0(𝑠)

𝑉(𝑠)
=

𝑅

𝐿𝑠 +𝑅  
                       (13) 

2.2. Mechanical Systems Transfer Function  

The transfer function of a mechanical system is demonstrated in Figure 4 with a mass-spring-damper (MSD) system. 

The dynamic model is generated by Newton's second law, resulting in the model specified by Equation (14). 

 

Fig. 4: A mass spring damper was utilized to determine the SOTF in mechanical systems. 

𝑘𝑥 + 𝑚
 𝑑2𝑥

 𝑑𝑡2 
+ 𝑏

𝑑𝑥

𝑑𝑡
= 𝐹𝑒𝑥𝑡                        (14) 

where Fext represents the external force, the displacement is represented by x, the mass is represented by m, b is the 

friction coefficient, and finally, the spring constant is given by k. Equation (14) represents the transfer function of the 

system: 

𝐺(𝑠) =
𝑋(𝑠)

𝐹𝑒𝑥𝑡(𝑠)
=

1

𝑚𝑠2 +𝑏𝑠 + 𝑘 
                (15) 

The proposed approach becomes particularly valuable in mechanical systems, where measurements of variables and 

coefficients are often more intricate than in electrical systems. Coefficients such as the friction coefficient and spring 

constant can be challenging to estimate and necessitate specialized testing. Figure 5 illustrates a different mechanical 

system: a high-order (ho) mechanical system. The differential equation represents the mechanical circuit, while equation 

(16) provides the transfer function corresponding to the displacement in m1 provided in equation (20). 

 

Fig. 5: Mass-spring-damper for obtaining the high-order transfer function in mechanical systems. 
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m1x¨1 = k2(x2 - x1) + b2(x˙2 - x˙1) - k1x1 - b1x˙1m2x¨2 = F - k2(x2 - x1) - b2(x˙2 - x˙1)                  (16) 

𝐺(𝑠) =
𝑋1(𝑠)

𝐹(𝑠)
=

𝑏2𝑆 +𝑘2

𝑙 
                        (17) 

where l is given by [m1m2s4 + (b2m1 + m2(b1 + b2)) s3 + (m2(k1 + k2) + k2m1 - b2
2 + b2(b1 + b2))s2 +(k2(b1 + b2) - 2b2k2 + 

b2(k1 + k2))s + k2(k1 + k2) - k2
2]. Despite including a zero, the system's order is larger than 2. 

2.3. Electromechanical System Transfer Function 

Figure 6 demonstrates a typical example of an electromechanical system: the direct current motor. This type of system 

consists of both mechanical and electrical components. As shown by Equation (18), its model comprises two 

differential equations, one for the mechanical component and one for the electrical component. 

 

Fig. 6: Scheme for D.C. motors used to derive the SOTF in electromechanical systems. 

𝑉(𝑡) = 𝑅𝐼(𝑡) +  𝐿
𝑑𝐼(𝑡)

𝑑𝑡
 +  𝐾𝑒𝜔(𝑡)                       (18) 

𝐾𝑚𝐼(𝑡) = 𝐽
𝑑𝜔(𝑡)

𝑑𝑡
 +  𝐵𝜔(𝑡)                       (19) 

The voltage is represented by V(t), while I(t) represent the current in the direct current motor. The system also 

comprises other elements, such as the armature resistance (R), armature inductance (L), electrical (Ke) and mechanical 

(Km) constants, inertial momentum (J), and coefficient of friction (B). Combining the motor equations and assuming 

zero initial conditions makes it possible to obtain the speed-voltage transfer function represented by equation (19). This 

transfer function facilitates the regulation of a mechanical variable, such as the speed, based on an electrical input, such 

as voltage. 

𝐺(𝑠) =
𝜔(𝑠)

𝑉(𝑠)
=

𝐾𝑚

𝐿𝐽𝑠2 + (𝑅𝐽 + 𝐿𝐵)𝑠 + (𝑅𝐵 + 𝐾𝑚𝐾𝑆)
               (20) 

Several of these metrics' direct measurements are complex or intrusive. Hence, parametric estimating approaches are 

applied. 

3  Modeling SOTF 

SOTF (shown in equation 1) [47], [48] is a mathematical representation of the control plant (such as a D.C. motor), as 

shown in Figure 7. It can be easily used to model the plant and analyze the effects of SOTR parameters (A, B, C, and D) 

on the response specification [49]. 

𝐺(𝑠) =
𝐴

𝐵𝑠2+𝐶𝑠+𝐷
               (21) 

 

Fig. 7: Plant modeling. 
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A proportional integral derivative (PID) controller could be incorporated into the model to provide a steady state 

response by minimizing the error between the input and system response. Equation 22 represents the output of the PIDC 

[50]. 

𝑢(𝑡) = 𝐾𝑝𝑒(𝑡) + 𝐾𝑖 ∫ 𝑒(𝑡)𝑑𝑡 + 𝐾𝑑
𝑑𝑒(𝑡)

𝑑𝑡
               (22) 

Industrial Controls use a PID (Proportional-Integral-Derivative), a feedback mechanism that helps regulate certain 

process variables like flow pressure and temperature. The controller has three parts, proportional, integral, and 

derivative, which work together to solve the problem. 

PID controllers use a regulatory mechanism ensuring that process variable changes meet the set output range. The error 

has a proportional effect on the output to be changed, while the sum of all past errors determines the magnitude of the 

integral component for the required output correction. The adjustable part of the derivative section interacts with the 

rapid change of the error and creates the output proportionately. Proportional Integral Derivative controllers play 

significant roles in process control, ensuring excellent and steady control. Achieving consistent product quality requires 

a system response within a specific range. Any adjustments involving introducing or eliminating a product or 

implementing a ramping function necessitate precise regulation. Despite the straightforward premise of PID control, its 

underlying mathematics are intricate and achieving optimal performance mandates careful selection of process-specific 

values across various interconnected parameters. 

The procedure of determining these parameters is known as tuning. When a PID controller is optimally tuned, the 

device minimizes deviation from the set point and responds promptly to disturbances or changes in the set point with a 

slight overshoot. 

Even when the equipment is equivalent, each process control has its standards. SPTF parameters vary, as will the 

ambient reaction. As depicted in Figure 8, the PID parameters (namely the gain applied to the correction factor and the 

time used for integral and derivative computations, dubbed "reset" and "rate") must be adjusted to account for these 

regional variations. 

 

Fig. 8: PID tuning. 

Suggested model to analyze SOTF parameters 

Based on Equation 21, a Simulink model shown in Figure 4 was built. A PIDC controller was created using Equation 22 

(see Figure 9) and added to the model to enhance SOTF specifications and minimize errors between the input step uint 

function and the output response. 
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Fig. 9: SOTF Simulink model. 

 

Fig. 10: PIDC Simulink model. 

The model was implemented using various values for SOTR parameters each time the model was tuned, and the 

required optimized values for Kp, Ki, and Kd were obtained; these values were used to get the optimal steady state as 

shown in Figure 11: 

 

Fig. 11: Optimal response steady state. 

Table 1 shows the steady states and the optimal values for PIDC controller parameters using various values for SOTF 

parameters: 
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Table 1: Steady states using multiple values for SOTF parameters. 

A B C D 
   

 

5 1 3 1 0.3096 0.1741 0.4810 6 

1 1 1 1 1.934 0.2253 0.224 10 

2 1 1 1 2.2177 0.7206 0.198 10 

3 1 1 1 1.4597 0.5630 0.2542 10 

6 0.3 1 1 1.8009 0.5927 0.2073 5 

6 0.4 1 1 1.5805 0.5544 0.2305 5 

6 0.5 1 1 1.4401 9.5275 0.2320 5 

6 0.6 1 1 1.3661 0.5202 0.2544 5 

6 0.6 2 1 2.1893 0.5786 0.1207 5 

6 2 1 1 0.5036 0.3159 0.5036 10 

6 3 1 1 0.1221 0.1287 0.3620 5 

6 4 1 1 0.1021 0.1073 0.3823 5 

6 5 1 1 0.1022 0.0984 0.3903 15 

6 0.1 1 1 2.579 0.6991 0.0961 7 

6 0.2 1 1 1.8932 0.6048 0.1047 5 

6 0.6 3 1 1.2238 0.3160 -0.174 5 

6 0.6 4 1 2.0311 0.3491 -0.2019 5 

6 0.6 5 1 1.4717 0.3328 -0.2410 5 

6 0.6 0.1 1 0.3287 0.3658 0.1980 7 

6 0.6 0.2 1 0.5019 0.3260 0.2799 7 

6 0.6 0.3 1 0.7426 0.4016 0.3167 7 

6 0.6 0.4 1 0.5681 0.3643 0.2167 7 

6 0.6 1 2 0.6346 0.5275 0.3275 7 

6 0.6 1 3 0.8605 0.7171 0.2838 7 

6 0.6 1 5 0.9533 1.0756 0.2753 7 

6 0.6 1 0.1 0.7262 0.8246 0.3184 5 

6 0.6 1 0.2 0.7282 0.8246 0.3184 5 

1 1 1 1 3.8773 1.5104 12.3365 20 

6 0.6 1 0.2 0.2649 0.0985 1.9426 40 

6 0.6 1 5 0.5453 0.8578 0.3563 5 

6 0.6 0.4 1 0.1224 0.1937 0.2079 15 

6 0.6 4 1 0.2566 0.0809 1.0496 40 

6 0.6 1 1 0.4893 0.2071 0.9282 16 

6 0.1 1 1 0.5092 0.4435 1.1202 16 

6 4 1 1 0.9378 0.4158 2.2082 15 

6 3 1 1 1.9636 0.7653 3.5150 15 

6 2 1 1 1.3990 0.4771 5.5334 20 

7 1 1 1 0.3838 0.3009 1.7150 20 

6 1 1 1 0.4975 0.2109 0.6074 10 

5 1 1 1 0.5832 0.1398 0.8868 1 8 

4 1 1 1 0.0846 0.1189 0.1366 1 8 

3 1 1 1 0.3220 0.1461 2.2114 3 5 

2 1 1 1 1.6325 0.2231 0.8019 3 8 

7 1 1 1 0.2699 0.2097 0.3576 5 

6 1 1 1 0.918 0.5669 0.2967 3 

5 1 1 1 0.9327 0.5981 0.2977 4 

4 1 1 1 0.9327 0.5981 0.2977 5 

4 Experimental Results 

Fixing the values of the PIDC controller to the first steady state 1n table and changing the values of SOTF parameters, 

we have to discuss the following cases: 
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Case 1: Changing the values for parameter A: 

Fixing all parameters values and changing the values of A parameters, Figure 12 shows the results obtained by running 

the model. 

 

Fig. 12: Response error when changing A. 

From Figure 12, we can see that decreasing A increases the settling time and increases the error while setting A to a 

negative value produces an unsteady response state by rapidly expanding the mistake, as shown in Figure 13: 

 

Fig. 13: The effects of using a negative value for A. 

Case 2: Changing the values of the B parameter: 

Fixing all parameter values and changing the values of B parameters, Figure 14 shows the results obtained by running 

the model. 

 

Fig. 14: Response error when changing B. 
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From Figure 14, we can see that increasing B increases the under-damp and does not affect the settling time, while 

setting B to a negative value produces an unsteady response state by rapidly expanding the error, as shown in Figure 15: 

 

Fig. 15: The effects of using a negative value for B. 

Case 3: Changing the values of the C parameter: 

Fixing all parameter values and changing the values of C parameters, Figure 16 shows the results obtained by running 

the model 

 

Fig. 16: Response error when changing C. 

From Figure 16, we can see that increasing the values of the C parameter does not affect the system response, but 

decreasing the values, even for negative ones, makes the response over-damp and under-damp. 

Case 4: Changing the values of the D parameter: 

Fixing all parameter values and changing the values of D parameters, Figure 17 shows the results obtained by running 

the model. 

 

Fig. 17: Response error when changing D. 
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From Figure 17, we can see that increasing the value of the D parameter negatively affects the steady state and the 

settling time. Decreasing the deal generates an under-damp and negative error.  

5  Conclusion 

In this study, the correlation between the SOTF parameters and the system behavior was simulated by modeling the 

dynamics of the second-order system using the Simulink model. The experiments' results revealed the intrinsic vital 

importance of elements C and D inside a Proportional-Integral-Derivative (PID) Controller (PIDC), which, in turn, 

highlights the imperative of rigorous parameter selection when theorizing a PID controller. The investigation analyzed 

the problem of the parameters restraints and discordances between them and the influence of parameter modification on 

the system. The model’s running experimental appraisal involved applying multiple load disturbances to find and 

exploit the best combination of SOTF and PIDC parameter settings that would guarantee the highest possible 

performance of the system in real-world conditions. It provided the opportunity to collect information about the 

oscillatory behavior of the system and elaborated on which parameters, SOTF and PIDC values can be reached for an 

optimally resilient and stable configuration. 

The research brought to light the characteristics of SOTF, and additionally, they also stressed crucial elements to 

consider during the selection of PIDC settings. Under real-time load disturbances of sufficient magnitude, the proposed 

model was subjected to rigorous testing to confirm its practicality for implementation. The findings show that not only 

quite precisely but also the specified coordination of the SOTF parameters (Setpoint Optimization and Tracking Filter) 

dramatically increases the speed of external disturbance response without affecting stability characteristics. With such 

findings, developing proper regulating systems and their engineering becomes crucial.  
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