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Abstract: Advanced predictive models are required to understand and predict consumer behavior due to the rapid evolution of media
consumption patterns. This work aims to improve the accuracy of predictive analyses in media consumer behavior by introducing a new
method as Bayesian optimized Long-Short Term Memory (LSTM)-Based Mathematical Modelling. The proposed model uses Bayesian
optimization techniques to improve performance in capturing temporal dependencies within media consumption data by optimizing
LSTM networks for hyperparameter tuning. Models based on long short-term dependencies in sequential data are based on recurrent
neural networks, a class of networks well-known for this capacity. To ensure that the LSTM model is precisely tuned to the particular
features of media consumption datasets, the Bayesian optimization framework makes it easier to tune hyperparameters automatically. A
more accurate and efficient representation of the complex patterns present in media consumer behavior is made possible by combining
LSTM networks and Bayesian optimization. The mathematical model based on Bayesian optimized LSTM is increased the accuracy
with 99%, which is 9.62% higher than the accuracy of Random Forests, RNN Based Click Stream Model and Gradient Tree Boosting
Method. In an era of constant technological and content evolution, the results of this work adds to the growing field of predictive
analytics by providing a potent tool for comprehending and forecasting the dynamic nature of media consumer behavior.
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1 Introduction

Online shopping and other knowledge-based economies
have long existed since the development of the Internet.
Implicit knowledge may be extracted from the online
retailers’ logs using machine learning techniques [1].
Businesses and industries use the information to gain a
better understanding of consumer behavior, as well as the
associated opportunities and threats. Microsoft uses
machine-learning techniques to evaluate
customer-shopping behavior automatically and offer
relevant services. Machine learning techniques leverage
data analytic tools to identify customer behavioural
patterns [2]. Internet-based purchasing sites offer a
plethora of data regarding occasions, connections, and
mindsets. To achieve analysis of sentiment, data
extraction, and user influence analysis, a number of
technologies are utilized, including statistical theory, text
mining, association analysis, and visualization [3].

Understanding consumer behavior can be useful in
analysing product relationships, consumer characteristics,
and other related topics. Building consumption structures
based on the purchase behavior records of various
consumers is, therefore, a very useful study. Social media
refers to web pages and services that are designed to
allow users to consume content in small chunks too
quickly, effectively, and in real-time. It has changed the
mode we enter and the mode in which we perform an
activity [4]. It can share images, reviews, activities, and
more in real-time. Retailers who rely heavily on social
media for their advertising strategy typically pay a
measurable price. However, the key to successful social
media marketing and advertising is to stop treating it like
an extra accessory and instead treat it with the same
respect, admiration, and curiosity as the rest of your
marketing and advertising campaigns. Social media
marketing refers to using various channels to engage with
your target audience in order to build your brand, increase
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revenue, and improve website traffic density. In the digital
age, social media has completely changed how people
connect, communicate, and share information. It includes
a wide range of internet-based platforms that make it
easier for people to create, share, and interact with
user-generated content [5]. Through the sharing of
opinions, personal experiences, and multimedia content,
users of these platforms create virtual communities and
networks that are not limited by geography. Social media
has developed into a potent tool that companies,
influencers, and organizations can use to connect and
interact with their target audiences in real time and in a
dynamic way [6]. However, the widespread use of social
media gives rise to worries about misinformation, privacy,
and the effect of digital interactions on mental health. As
a result, discussions regarding platform regulations and
responsible usage are continuing. Social media is
essentially a powerful and dynamic force that constantly
shifts the way individuals and societies communicate and
share information in the contemporary digital
landscape [7]. This entails posting noteworthy content on
your social media profiles to draw in more followers and
enhance the impact of your studies, as well as jogging
social media classified ads. The widely used social media
platforms, including “YouTube,” “Instagram,” and
“Facebook” [8].The increasing number of online
platforms and technological advancements are driving a
rapid evolution of media consumption landscapes [9].

The current media landscape is dynamic and
constantly changing for those in the media industry due to
the proliferation of digital media platforms and the
exponential growth of information available. The
difficulty lies not only in producing visually appealing
content but also in figuring out the complex web of
customer preferences, responses, and decision-making
processes. While marketers strive to create strategies that
captivate and retain viewers in an oversaturated digital
space, content creators aim to create narratives that
resonate with a diverse range of audiences. Conversely,
media strategists struggle to predict trends and quickly
adjust to changes in consumer behavior, so understanding
and anticipating these changing patterns is critical to
success in this cutthroat market. As such, the necessity of
deciphering the intricacies of consumer behavior in media
consumption has emerged as a central undertaking for all
significant industry stakeholders. Customers use digital
channels to navigate through a wide variety of content as
active participants rather than as passive recipients [10].
Because of this, conventional approaches to studying
consumer behavior are finding it difficult to fully capture
the complex and multidimensional nature of
contemporary media engagement. This emphasizes the
necessity of creative strategies that can adjust to the
complexity of the modern media environments [11].

One of the most important tools for tackling the
problems caused by the changing nature of media
consumption is predictive analysis. One of the most
important tools for tackling the problems caused by the

changing media consumption landscape is predictive
analysis. The utilization of sophisticated algorithms and
data analytics enables media practitioners to predict
audience preferences, trends, and content performance.
By facilitating strategic decision-making, this foresight
aids media companies in customizing their content to
satisfy changing consumer needs. Predictive analysis also
helps with marketing strategy optimization, which results
in more successful audience engagement and focused
outreach. In the end, proactive insights obtained from
predictive analysis enable media organizations to
maintain their relevance to their audiences and stay ahead
of the curve in a constantly changing environment. Using
deep learning, a subfield of machine learning that is
skilled at identifying complex patterns in large-scale
datasets, this work aims to develop sophisticated
mathematical models that go beyond what is possible
with traditional analytics. Neural networks used in deep
learning have layered and hierarchical structures that
allow the system to automatically learn hierarchical
representations of data features, improving the system’s
ability to recognize subtle patterns.

The goal of the project is to model complex
relationships within large datasets with unprecedented
levels of accuracy and sophistication by utilizing deep
learning, which will improve analytical and predictive
capacities. When faced with complex and non-linear
relationships, where traditional analytical methods might
not be as effective, this approach is especially beneficial.
This study’s use of deep learning holds the potential to
advance  predictive  modelling, providing new
opportunities for more complex insights and better
decision-making in data-intensive fields. These models
will help stakeholders stay ahead of the curve in the
ever-changing media landscape by predicting future
trends in addition to describing past consumer behavior.
Understanding and projecting consumer behavior in the
context of media consumption has become a critical
challenge for marketers, media strategists, and content
creators in the age of digital media and information
abundance. Because customer preferences are constantly
changing and there is a huge amount of content available,
sophisticated analytical techniques that can identify
complex patterns and offer useful insights are required.
This research uses deep learning-based mathematical
modelling for predictive analysis to attempt to close the
knowledge gap between state-of-the-art technology and
media consumer insights. With the help of Long
Short-Term Memory (LSTM) neural networks, a
particular kind of recurrent neural network (RNN)
renowned for its capacity to recognize long-term
dependencies in sequential data, this research focuses on
building a predictive model for media consumer behavior.
The use of Bayesian optimization techniques to optimize
and fine-tune the hyperparameter of the LSTM model,
thereby improving its predictive accuracy, is what makes
this research novel.
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The Bayesian optimization approach efficiently

navigates the high-dimensional and complex space of
hyperparameter, making it especially useful in situations
where traditional methods might not be effective. A
Computational Model to Predict Consumer Behaviour
was proposed by Safara [12]. Chaudhary et al. [13]
proposed big data analytics combined with machine
learning-based mathematical modelling to forecast social
media user behavior. Zhoa et al. [14] proposed analysing
consumer behavior to advance business. Guo et al. [15]
proposed a multivariate real-time sequence analysis-based
model for predicting consumer behavior. Wibowo et
al. [16] proposed Consumer Behavior as a Product of
Social Media Marketing: The Contribution of Customer
Experience and Social Media Marketing Activities. In
order to gauge the quality of the customer-business
relationship, which can influence the behavioural
outcomes of the customer, such as intent to buy, loyalty
intent, and participation intention, this study looked at
social media marketing activity (SMMA) and the client
experience (CX). David et al. [17] proposed a
Neuromarketing analysis using an adaptive machine
learning approach. The purpose of this study is to
determine which features of package design matter more
to consumers when they buy educational toys.
This study employed the idea of big data technology to
handle and evaluate data in order to forecast user behavior
on social media. We have examined the actions of
customers on social media sites using a number of
standards and guidelines. We examined how customers
felt and viewed the social media network. We use a
variety of data pre-processing techniques to identify
errors, noise, outliers, and duplicate records in order to
obtain high-quality results. Using machine learning, we
created mathematical modelling to forecast user behavior
on social media. The purpose of this model is to forecast
user behavior on social media platforms. The maximum
accuracy across the board is 0.98, and the mean square
error is 156556.45. This model will produce very subpar
results if it is applied to daily data. This model’s
drawback is that it cannot process consumer data on a
daily basis. From the reviewed literature the problem
suggests that the computational models that are currently
in use to predict consumer behavior using big data
analytics and machine learning show encouraging
accuracy [18].

Nevertheless, there are still issues that need to be
resolved, such as the requirement for different classifiers,
effective management of daily customer data, and better
understanding of both short- and long-term consumption
patterns. This calls for additional study and development
in order to resolve these problems and improve predictive
models’ overall efficacy in predicting and comprehending
customer behavior. The need for an efficient and precise
predictive model to comprehend and forecast consumer
behavior in the media industry is addressed. Utilizing
Long-Short-Term Memory (LSTM) as the mathematical
model that underpins media consumption data analysis

presents a challenge in identifying sequential patterns and
dependencies. This entails creating a strong predictive
framework that can represent the ever-changing nature of
media consumption habits. By giving media professionals
and marketers insights into future consumer preferences,
engagement patterns, and content consumption trends, the
aim is to improve their decision-making processes.
Optimizing the model architecture, managing temporal
dependencies, and making sure the LSTM-based
approach is scalable and flexible enough to accommodate
a range of media consumption scenarios are important
factors to take into account.

The goal of this work is to improve the LSTM-based
model’s robustness and efficiency by implementing
Bayesian optimization. This will enable the model to
more effectively adapt and generalize to the varied and
dynamic nature of media consumption patterns. In this
work, we develop and implemented a strong media
consumer behavior prediction model by utilizing Long
Short-Term Memory’s (LSTM) gated structure to
efficiently handle sequential patterns and long-term
dependencies. The main objective is to develop a flexible
architecture that can manage various scenarios of media
consumption and guarantee reliable and accurate
predictions in a variety of situations. Model parameter
selection should be stable and well-informed by using
Bayesian Optimization (BO) for careful hyperparameter
tuning. When making decisions about media consumer
behavior analysis, use the BO-LSTM method to produce
precise forecasts and insightful analysis. Predictive
analysis can be used to predict media consumption trends,
which can help media strategists and content producers
anticipate and adjust to changing consumer preferences.

2 Proposed BO-LSTM Methodology

The methodology involves collecting data from Kaggle’s
dataset on consumer buying behavior. In order to enable
customized offerings based on particular needs and
preferences, the dataset is analyzed to better understand
ideal clients. To handle different ranges, numerical
features are subjected to Min-Max normalization, which
guarantees consistent scaling for machine learning
models. RNN use the Long Short-Term Memory
architecture to process sequential data, capturing
sequential features and predicting subsequent data points.
Long-term dependency problems are solved by gated
RNNs, particularly LSTM, where gates regulate the flow
of information. Input, forget, and output gates are the
building blocks of the LSTM model, which controls data
input, storage, and output. Bayesian Optimization (BO) is
applied to hyperparameter optimization in order to
improve the performance of LSTM models over grid and
random search techniques. By choosing hyperparameter
sets that show promise, BO optimizes the objective
function while requiring fewer evaluations. For efficient
LSTM-based modelling in media consumer behavior
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prediction, this method guarantees stable selections,
increases prediction accuracy, and sheds light on
hyperparameter relationships. The proposed BO-LSTM
methodology’s block diagram is given in the Figure 1.
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Fig. 1: The proposed BO-LSTM methodology’s block
diagram.

2.1 Data Collection

The dataset was collected from the Kaggle dataset
website [19] .A detailed investigation of a company’s
ideal customers is conducted through analysing consumer
purchasing behavior. It helps a business better understand
its customers and makes it easier for them to customize
their products to meet the particular needs, preferences,
and concerns of different customer segments. Utilizing
this analysis, which considers a variety of client
categories, a business can modify its product based on its
target market. Instead of spending money marketing a
new product to every customer in the database, a
company could identify which client segment is most
likely to buy it and then concentrate only on that
particular segment of the market.

2.2 Min-Max Normalization for Data
Pre-Processing

Data normalization is a pre-processing approach carried
out to mathematical features prior to utilizing techniques
for classifying or clustering, which are primarily
developed to handle numerical -characteristics. In
particular, when those values have significantly divergent
ranges, the normalization technique aims to avoid some
features from concealing the impact of other variables.
However, selecting the normalization method and
normalizing range (interval) is considered a critical step

in the pre-processing stage due to the modification that
affects the inspected data and, consequently, the outputs
of the machine learning method that will be employed
after pre-processing [20].

A method for converting mathematical data into a range,
usually between O and 1, termed features scaling, also
known as min-max normalization. Every feature, or
column, in the dataset follows this process. [21]. Scaling
numerical data within a given range, usually between 0
and 1, is known as min-max normalization. This approach
guarantees, in the absence of an explicit equation, that the
lowest and maximum values in the dataset are converted
to 0 and 1, respectively, and that all other information
points are rescaled linearly with respect to this range [22].
The normalization method scales each data point
separately by determining the lowest and greatest values
of the feature or column, removing the minimum value,
and divided by the range of values. The Eqn. (1)
represents min-max normalization:

Z—Zuyi
Znorm = Zimm (1)

max — Zmin

This guarantees that the values in between are linearly
scaled in accordance with the transformation of the
minimum value to 0 and the greatest value to 1.In order to
provide consistency across the features and support
machine learning model performance during training, this
normalization strategy is especially helpful when the
features have varying scales.

In the data pre-processing stage, min-max normalization
is important because it ensures consistent scaling of
features like media consumption patterns before feeding
them into the RNN. The use of min-max normalization,
which addresses the sensitivity of RNNs to the scale of
input features and improves training and convergence, is a
critical step in the process. Reversing the min-max
normalization on the predicted values is also a necessary
step in output scaling for a meaningful interpretation of
the predictions. The overall effect of min-max
normalization includes boosting model convergence
during training, which makes RNNs more efficient at
identifying and forecasting patterns in the behavior of
media consumers. In the predictive analysis of media
consumption behavior, min-max normalization is a useful
and essential pre-processing step that enhances the
performance and interpretability of RNN-based models.

2.3 Architecture of Long Short-Term Memory
for Predictive Analysis

Neural network designs with hidden states, or recurrent
neural networks (RNNs), process a series of data points
that ultimately inform the final output through feedback
loops. RNN models can therefore identify sequential
features in the data and assist in forecasting the
subsequent likely data point in the data sequence. RNN

© 2024 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci. 18, No. 2, 433-443 (2024) / www.naturalspublishing.com/Journals.asp

£ .5 w

use cases typically involve language models or
time-series data analysis, utilizing the capabilities of
sequential data processing. Nonetheless, a number of
well-known RNN structures have been applied in various
experimental contexts, ranging from deep RNN to LSTM
and Simple RNN.

LetY =[y1,)2, - - -, y:] represent the sequence of data, with
t representing the state label. The data at the first state is
represented by Y1, and the data at the t state is represented
by Y;. One way to formulate the Markov assumption in
Eqn. (2).

, ytfl) = P()’t |J’t71) ()

Where the conditional probability is expressed by P (-).
RNN and HMM are comparable in that they both rely on
an earlier state for computation of the current state.
Unlike traditional ANNs, the RNN processes sequential
data in a circular manner, meaning that each data instance
in the sequence will receive the same processing, with
each state’s outcome depending on the state before it.

P(yi |yr, -

Nevertheless, assuming sequential data Y = [y,y2, - - -, y/]
the hidden state r; can be expressed in Eqn. (3).
D; = fd(Xdet +Xg4Di—1 + by) 3)

The bias variable is b;. The nonlinear function of activation
is represented by f; (-), and the hidden state at time step t
is indicated by D;.Eqn. (4) and the calculation of output at
state t are very similar.

Z = f%(Xdth + bz) (4)

Where Xyyrepresents the weight matrix connecting the
output and hidden state. fz(-) is the nonlinear activation
function, and by is the bias. Since the hidden state (D;) is
computed via forward propagation using the previous
state as a basis, it can be thought of as the RNN model’s
memory. Sequential data from earlier states are also taken
into account in the interim. Unlike a traditional neural
network, some parameters in such propagation in forward
such as the three distinct weight matricesXyq, Xgy,, and
Xy, are shared throughout all steps. By reducing the
number of trainable parameters, the parameter-sharing
scheme improves the efficiency of the entire computation.
Gated RNNs were proposed as a solution to this
long-term dependency issue. One kind of gated RNN that
was proposed in 1997 is called long short-term memory.
LSTM has proven to be an effective model in numerous
applications, including image captioning, machine
translation, speech recognition, and more, because of its
ability to remember long-term dependencies. The RNN’s
outer recurrence is complemented by an internal loop in
the LSTM. The inner loop gradients that occur are
context-dependent rather than fixed, and they can flow for
extended periods of time. Each cell has the same input
and output as a regular RNN, but it also has a system of
gated units to regulate the information flow.

LSTM was created using advanced recurrent neuron.
Every recurrent neuron in an LSTM can be thought of as

a single cell state [23]. The LSTM uses three gates: the
forget gate, update gate, and output gate. A particular
kind of recurrent neural network identified as the
LSTM was created to address the disappearing and
explode gradient issue that conventional RNNs faced. The
idea was first put forth by Schmidhuber and Hochreiter.
Because this model can handle individual data points, it is
useful when applied to sequential datasets. The input
layer of our LSTM model establishes the dimensionality
of the provided data features. Three hidden layers were
used, each with 128 memory cells to record the input
sequence’s long-term dependencies.

An LSTM network has the ability to recall and make
connections between data gathered in the past and
current. Three gates are coupled with LSTM: an input
gate, a forget gate, and an output gate [24].The input is
denoted by D; andD;_;, denotes new and last state
respectively, and the current and prior outputs by Z, and
Zi 1.

iy = 0(Xi-[Zi—1, y1]) + bi) ®)
D, = anZ(X; [Zi—1, yi] + bi) (©)
D 1= ﬁD 1‘—1+i[D[ (7)

Where Eqn. (5) determines which piece of data should be
added by passing Z,_; and y; through a sigmoid layer.
When Z,_; and y;have travelled through the tanZ layer,
Eqn. (6) is then used to get new information. In Eqn. (7),
the long-term storage data D;_; into D;and the present
moment information, D, are merged. X; Denotes a
sigmoid output, while D, stands for tanZ output. Here, b,
stands for the LSTM input gate bias while X;stands for
weight matrices. The LSTM’s forget gate then enables the
dot product and sigmoid layer to selectively pass
information. With a certain probability, the choice of
whether to delete relevant data from an earlier cell is
carried out. Eqn. (8) is used to determine whether or not
to retain relevant information from a preceding cell with a
particular chance. Xy Stands for weight matrix, by for
offset, and o for sigmoid function.

fir =0 (Xp-[Zi-1, yi] +by) ®)

The output gate of the LSTM ascertains the necessary
states for the subsequent Eqns. (9) and (10) states
provided by the Z;_; and y;inputs. After obtaining the
final output, the state decision vectors that send fresh
dataDy, via the tanz layer are multiply by it.

Pr = G(Xa'[ztfla yt] + bo) (9)

Z= P tanZ(D,) (10)

Where the weighted matrices X, and the biash,,
respectively.

The LSTM model, complete with memory cells and
gating mechanisms, is depicted in Figure 2 to highlight its
complex architecture. Input, output, and forget gates

highlight the model’s applicability for tasks requiring
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temporal dependencies by indicating its capacity to
extract and store pertinent information over sequential
data. The network’s ability to address vanishing or
exploding gradient problems that are frequently seen in
deep learning architectures is made evident by the
visualization, which offers a clear understanding of the
network’s internal workings.

Long-Short Term Memory
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Fig. 2: Architecture of long-short term memory.

2.3.1 Bayesian optimization

Hyper parameter optimization can be used to enhance the
effectiveness of algorithms that employ machine learning,
particularly deep learning-based predictive models. The
most popular techniques for determining the ideal set of
hyper parameters to generate more accurate models are
grid search and random search. Grid search, however,
becomes less effective as the amount of hyper parameters
increases, and its computational complexity rises
exponentially with each new parameter because it
requires an increasing number of evaluations. However,
random search can be inefficient in locating the ideal
hyper parameter points for some sophisticated models
since it combines randomly selected variables based on
their statistical distribution.

Without a closed-form expression, Bayesian optimization
(BO) is an effective method for solving computationally
demanding functions. By selecting only the most
promising set of hyper parameters, it reduces the amount
of times the goal function needs to be run by building a
probability model of the objective function to help
determine the optimum hyper parameters in an informed
manner. There are two main components to the BO
approach. Based on the ideas of Bayes’ theorem, BO uses

a probabilistic surrogate designs to effectively
approximate a desired function at each iteration. The
Gaussian process is shown to be a very useful surrogate
model that helps identify sets of hyper parameters that
show promise for assessment in the true objective
function. The objective function is estimated by the
surrogate model, which directs further sampling. In order
to determine the points in the area of search should be
evaluated, BO uses an acquisition function. This allows it
to provide information about the ideal setting of an
objective function. This function strikes a balance
between exploration, which deliberately explores
less-explored regions of the search space, and
exploitation, which concentrates on areas likely to
improve the current approach based on the substitute
model. The surrogate model and acquisition function
work in tandem to coordinate an iterative process that
helps optimize complex functions by skilfully navigating
the hyperparameter space and identifying the most
promising sets for assessment.

x* = argmin f(x) (11)
XeP

Eqn. (11) gives an explanation of the way BO solves
problems. It does this by identifying those parameters that
reduce the objective function in a limited area, with lower
and upper bounds on each variable. The score that needs
to be minimized is denoted by ?? (??), the domain of the
hyper parameter values is P, and the combination of hyper
parameters that yields the lowest score 22 isf (x). Lastly,
to attain better performance, BO can be combined with
LSTMs. Bayesian Optimization streamlines hyper
parameter tuning and outperforms grid and random
search techniques as a more effective and efficient way to
fine-tune an LSTM model’s parameters in media
consumer behavior prediction. BO’s smart selection of
evaluation hyper parameters, based on previous
evaluations, improves overall performance and speeds up
convergence. This optimization strategy not only
improves prediction accuracy but also offers insightful
information about the complex relationships between
various hyper parameters and the performance of the
LSTM model, leading to a deeper comprehension of its
behavior. Moreover, the LSTM-based model’s
hyperparameter selection stability is greatly enhanced by
the application of Bayesian Optimization. By
methodically examining the hyperparameter space and
using probabilistic models to direct the search, BO
reduces the possibility of making less-than-ideal
decisions, which might otherwise impair the performance
of the model. This methodical approach reduces the risks
associated with making arbitrary or poorly informed
hyperparameter selections, while also improving the
efficiency of the mathematical modelling process. Thus,
the addition of BO greatly enhances the general
dependability and forecast precision of the LSTM-based
model for media consumer behavior analysis. The
suggested BO-LSTM (Bayesian Optimized Long-Short
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Term Memory) method’s flowchart is shown in Figure 3.
This diagram shows the sequential steps in the
methodology and offers a guide for applying the model
into practice. Key stages like data pre-processing, model
architecture design, hyperparameter tuning, and training
are probably depicted in the flowchart.
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Fig. 3: Flowchart of the BO-LSTM method.

3 Results and Discussion

In the results and discussion section, we delve into the
performance evaluation of the proposed Bayesian
Optimized-Long Short-Term Memory (BOLSTM) model
for predictive analysis in media consumer behavior. The
robustness of the model was further demonstrated by the
precision, recall, and Fl-score metrics. The BOLSTM
method has produced notable improvements when
compared to traditional approaches. The results’
interpretation  goes  beyond  simple  numerical
measurements to explore the implications for
comprehending the behavior of media consumers. The
results provide insightful information that can be applied
to current research and theoretical frameworks,
illuminating the effectiveness of the BOLSTM model in
identifying complex patterns and improving forecasts in
the ever-changing media consumption landscape.
Discussions regarding the model’s real-world applications
and possible influence on media industry refining
strategies are grounded in this thorough analysis.

. \ Yes
> ofthe Acquisiton  —»< “.ll»e hegie > Qo ety
" . Conditions are Met (xty*)
Function is Maximum /

3.1 Performance Metrics

The predictive analysis of media customer behaviour
criteria were segmented using precision, recall, F1-score,
and accuracy for comparison. True Positives are the
instances that the model correctly classified as belonging
to the positive category. Situations that could have been
classified as positive but were mistakenly labelled as
negative outcomes are known as False Negatives. Since
losing a positive occurrence (i.e., a false negative) comes
at a significant cost, significant recall is preferred when
accurately classifying every case of a particular class.
These parameters were used to evaluate the model.
They’re displayed below.

3.1.1 Accuracy

Comparing the ground truth (actual) labels for your test
dataset with the predicted class labels produced by your
RNN in order to determine the accuracy. If the projected
label matches the actual label for an image in the test
dataset, increase the "Number of Correct Predictions.”
then divide this count by the “Total Number of
Predictions” after processing all the test photos to
determine the accuracy. Accuracy is commonly
determined by applying the following Eqn. (12).

Accuracy = RN+ RP (12)
Y= RPTAPTRN+AN

Where, ‘RN’ means true negative ;'RP’ means true
positive ; ‘AP’ means false positive ; ‘RN’ means true
negative; ‘AN’ means false negative.Although accuracy
offers a clear indicator of the overall performance of the
model, it might not be the best metric when the dataset is
unbalanced (i.e., one class is significantly more frequent
than others).

3.1.2 Precision

By calculating the proportion of correctly predicted
positive cases among the predicted positive cases, it
assesses the model’s accuracy in making positive
predictions. The formula for precision in Eqn. (13) is as
follows:

. True Positives
Precision= — — (13)
(True Positives+False Positives)

The ratio of accurately predicted positive observations
to the total number of predicted positives is the definition
of precision, put more simply. When the cost of false
positives is high, it offers valuable insights into the
model’s ability to prevent false positives.
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3.1.3 Recall

“Recall” often refers to one of the outcome indicators used
to assess the model’s efficacy. Sensitivity and true positive
rate are other names for recall.. The ratio of true positives
to the total of false negatives and true positives is the way
it is defined. Recall can be defined as mathematically in
Eqn. (14)

True Positives

Recall jtivity) =
ecall (sensitivity) True Positives + False Negatives

(14)
The model’s sensitivity to detecting real vulnerabilities is
revealed by recall. The model’s ability to identify and
produce exploits for a greater percentage of known
vulnerabilities is demonstrated by a higher recall value. In
cybersecurity applications, a thorough assessment of a
model’s performance necessitates striking a balance
between precision and recall.

3.1.4 F1-Score

A popular metric for assessing a model’s performance in
a binary system and information retrieval is the F1 score.
It provides a balance between recall and precision by
combining both into a single value. The F1 score is
particularly useful in datasets that are unbalanced
meaning that one class significantly outnumbers the other.
The following Eqn. (15) is used to determine the F1 score

(Precision x Recall)
(Precision+ Recall)

F1 Score =2 (15)

It has a score between O and 1, with a higher F1 score
denoting better model performance and a perfect score of
1 denoting optimal precision and recall. Because it takes
into account both false positives and false negatives in its
computation, the F1 score is especially helpful in
situations where there is an uneven class distribution.

Table 1: The suggested method’s performance metrics are
compared to those of existing methods.

Method Accuracy (%) Precision (%) Recall (%) F1Score (%)
Random Forests [25] 89 89 89 87

RNN Based Click | 92.95 92.55 94 88.13

Stream Model [26]

Gradient Tree | 89 90.18 85.52 84.63
Boosting Method [27]

Proposed BO-LSTM 99 98 98 97

The suggested method’s accuracy is displayed in Table 1.
It shows the Accuracy (99%), Recall (98%), Precision
(98%) and F1-score (97%) of the proposed approach with
other methods. The accuracy of the suggested method
BO-LSTM (99%) is greater than the traditional
approaches Random Forests, RNN Based Click Stream
Model and Gradient Tree Boosting Methods.

Performance Comparison

95

90
85
75

Recall (%) FlScore (%)

Percentage (%)

Accuracy (%) Precision (%)

Methods

uRandom Forests [23] RNN Based Click Stream Model [24]

0 Gradient Tree Boosting Method [25] mProposed BO-LSTM

Fig. 4: Visual representation of the performance measures
of the suggested BO-LSTM using traditional methods.

Figure 4, shows a graphical representation of the
suggested performance metrics in comparison to the
current methods. The proposed method BOLSTM
demonstrates the greatest accuracy across all the
categories Random Forests, RNN Based Click Stream
Model and Gradient Tree Boosting Method with 99%
high accuracy.

Accuracy

100

Accuracy
=)
=

0 5 10 15 20 25 30 35 40 45 50

Epochs

—— Training Accuracy ~ — Testing Accuracy

Fig. 5: suggested BO-LSTM method’s graphical
representation for both training and testing accuracy.

The graphical depiction of the proposed BO-LSTM
approach is presented in Figure 5, with particular
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attention to testing and training accuracy. By displaying
the way accuracy changes during training and testing, the
visualization offers a clear window into the model’s
learning process across epochs.

Table 2: The suggested BO-LSTM method’s performance
metrics.

Proposed BO-LSTM Percentage (%)
Accuracy 99
Precision 98
Recall 98
F1 score 97

Table 2 presents the excellent results of the BO-LSTM
approach, with higher metrics indicating its effectiveness.
The outcomes highlight its potential as a reliable solution,
indicating that it should be given more thought in a
variety of applications.

Model Loss

! \ /\—"—‘\,\
02

0 10 20 30 40 50 60
Epochs

~——Testing Loss Training Loss

Fig. 6: The proposed BO-LSTM method’s training and
testing loss is illustrated graphically.

The loss values against number of epochs are shown in
Figure 6. It shows the overall loss from the proposed
BO-LSTM Model. The training and testing loss graphical
representation of the proposed BO-LSTM method gives
an understandable overview of the manner in which the
model optimizes its performance over epochs and offers a
visual insight into the convergence during model training.
When evaluating the model’s learning dynamics and
generalization abilities in media consumer behavior
predictive analysis, this graphical representation is
valuable.

ROC
14

12

FPR

0.6
0.4

02

TPR

Fig. 7: The suggested BOLSTM method’s graphical
representation of ROC.

ROC curve, shown in Figure 7, provides a visual
depiction of the effectiveness of the proposed BOLSTM
method. The trade-off between true positive rate and false
positive rate is graphically represented by the ROC curve,
which offers a thorough summary of the discriminatory
power of the model. The model’s ability to discriminate
between positive and negative instances is indicated by its
shape and proximity to the upper-left corner of the plot.
This information can help practitioners assess and refine
the BOLSTM model for the best predictive accuracy in
media consumer behavior analysis.

The fitness representation of the proposed BOLSTM
technique is shown in Figure 8. The fitness representation
functions as a graphic representation of the extent to
which the model recognizes trends and forecasts the
behavior of media consumers.

3.2 Discussion

A thorough evaluation of the suggested BO-LSTM
(Bayesian  Optimized-Long  Short-Term  Memory)
approach for media consumer behavior prediction is
given by the performance evaluation and graphical
representations shown in Figures. With an astounding
accuracy of 99%, the BO-LSTM model outperforms
conventional techniques like Random Forests [25], RNN
Based Click Stream Model [26], and Gradient Tree
Boosting Method [27] . Table 1 presents a comparative
analysis of accuracy, precision, recall, and Fl-score. The
BO-LSTM’s dominance across all metrics is visually
reinforced, which further demonstrates its superiority.
The training and testing accuracy, as well as the training
and testing loss over epochs, are shown, which offer a
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Fitness Improvement over Iterations
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Fig. 8: The suggested BOLSTM method’s fitness
representation.

detailed understanding of the learning dynamics of the
model. The ROC curve, highlighting the BO-LSTM
method’s ability to discriminate. The model’s capacity to
identify patterns in media consumer behavior is captured
in the fitness representation shown in Figure 8.
Overall, these visual aids support the efficacy of the
suggested BO-LSTM technique in predictive analysis,

providing a solid and trustworthy means of
comprehending and forecasting media consumer
behavior.

4 Conclusion

In conclusion, the Bayesian Optimized Long Short-Term
Memory (BOLSTM) methodology demonstrates itself to
be a potent and successful method for modelling and
analysing media consumer behavior through predictive
analysis. Through the integration of LSTM architecture
with Bayesian Optimization for hyperparameter tuning,
the proposed method demonstrates significant
advancements over traditional approaches. The results
underscores the robustness of the BOLSTM model,
showcasing improvements in metrics compared to
conventional methods. Beyond simple numerical
measurements, the results’ interpretation offers insightful
information about the complex patterns of media
consumption behavior. These findings contribute not only
to the advancement of research but also offer practical
implications for refining strategies within the dynamic
landscape of the media industry. Real-time prediction
model adaptation would be beneficial to stay up with the
ever evolving media consumption patterns, particularly in
industry  applications that demand fast insights.

Ultimately, adding sentiment analysis and user
engagement metrics to the analysis would give rise to a
more comprehensive predictive model by offering a more
nuanced understanding of the emotional factors
influencing media consumption decisions. In the
ever-changing field of media consumer behavior research,
these directions together provide a roadmap for
improving and expanding the BOLSTM methodology. By
addressing the outlined future scope, researchers can
continue to refine and advance our understanding of the
intricate dynamics at play in the ever-evolving landscape
of media consumption.
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