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Abstract: Currently, there is an urgent need for non-invasive monitoring of farm animals’ health status, enabling swift responses to

adverse situations such as morbidity, feeding disorders, and aggression. Globally, technologies for video monitoring of animals are

being developed, which include image processing using intelligent methods, especially artificial neural networks. This paper presents

the results of developing and investigating methods and models for detecting (individually identifying) farm animals, with a focus on

pigs as a case study. These animals are located in dense, dynamic groups within agricultural complexes where traditional identification

methods are less effective. To overcome this challenge, advanced neural network architectures, specifically Faster R-CNN and YOLOv5,

were selected, finely tuned, and trained. The application of the YOLOv5 network achieved a detection accuracy with a mean Average

Precision (mAP) of 94.05%, surpassing the accuracy demonstrated in comparable studies. These results provide a foundation for a

hardware-software complex designed for non-invasive, automated monitoring of animal conditions, integrating intelligent data analysis.

This system offers crucial support for science-based decision-making in the fields of animal husbandry and food security management.

Keywords: artificial neural network (ANN), detection, tracking, face recognition, animal recognition and identification, non-invasive

automated monitoring, YOLOv5

1 Introduction

In the contemporary world, knowledge-intensive
technologies based on artificial neural networks (ANNs)
are rapidly evolving. Their applications extend to
monitoring the state and movement of living objects in
agricultural production. It is crucial to emphasize that key
indicators of technological efficiency in animal husbandry
include productivity, labor efficiency, and material
intensity [1,2]. Notably, improvements in productivity
significantly depend on the ability to refine livestock
control and ensure animal well-being. Labor intensity can
be reduced by introducing automation, while material
intensity can be decreased by moving away from the
currently used radio frequency identification (RFID)
animal tags, which are known for their substantial costs.
The use of video surveillance followed by neural network

processing of the information presents an effective
solution to these challenges. Specifically, this approach
can greatly improve the accuracy of detecting abnormal
animal behavior, such as disease, aggression, feeding
disorders, etc., eliminating the need for invasive methods
like tags, ear tags, or body-mounted devices like
”trackers.” Moreover, it facilitates automated monitoring
of growth, weight gain, and animal counting [3,4].
Researchers worldwide are actively developing neural
network methods in this area, which can be broadly
categorized into the following main classes:

Detection (isolating individuals) of live objects in
photo or video images;

Identification of live objects (determining the identity
of an unknown object relative to a known one);

Tracking of movements (”tracking”);

Determining the qualitative condition of live objects.
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The evolution of Artificial Neural Networks (ANNs)
has progressed to a point where specific architectures
(i.e., configurations of layers) offer effective solutions for
a range of tasks, from image processing to text and sound
analysis. However, to achieve optimal results in
specialized tasks, fine-tuning of ANNs is often required.
This process involves selecting appropriate ANN
configurations, modifying layers, adjusting the number
and order of layers, selecting hyperparameters
(parameters that remain constant during network training
or change according to a predetermined rule), and more.

In the field of neural network development for animal
observation, certain unique aspects must be considered.
For example, individual animals of certain species exhibit
minimal differences, and animals often congregate in
dense, dynamic groups. This paper introduces a method
for detecting farm animals in images, focusing on pigs as
a case study. The challenge of recognizing pigs arises
from their lack of distinctive patterns, particularly on their
muzzles, and the potential for contamination to hinder
accurate identification. The tendency of pigs to cluster
tightly, whether in motion or at rest, complicates
individual identification and movement tracking.

The specific issue addressed in this paper is the
detection of pig faces in group settings using deep neural
networks. While the term ”face” is used analogously to
human face detection, developing neural networks for
animal detection is a distinct task due to the unique
external characteristics and behaviors of animals. By
employing well-established object detection architectures
such as YOLOv5 [5], Faster R-CNN based on ResNet-50
[6,7,8], and MobileNetV3 [9], the networks are
fine-tuned to accommodate the behavioral patterns of
pigs. Trained on a dataset comprising 1200 images,
including those with densely grouped animals, a
comparative analysis of the networks’ detection quality
and speed is conducted. The results demonstrate accuracy
(mAP - Mean Average Precision) significantly surpassing
that of similar studies [10], particularly in detecting pig
faces, with the YOLOv5 network showing the highest
accuracy [11].

Few studies focus on animal recognition methods,
especially in the context of detecting pig faces. A
comprehensive review of both domestic and international
literature reveals that this research achieves the most
accurate results in detecting pig faces within group
images. The scientific novelty lies in the fine-tuning of
current neural networks for object detection, leading to
high accuracy and speed in detecting pig faces.

This study on pig face detection initiates a series of
research projects aimed at developing a comprehensive
hardware and software system for the automatic
identification, tracking, and classification of pig
behavioral patterns. The ultimate goal is the early
detection of diseases and aggressive behavior,
optimization of climate control, and establishment of
appropriate feeding regimes in pig farming.

2 Methods for detection and identification of

animals in images

Object detection in an image involves identifying
bounding boxes around objects within the pixel
coordinate system of the original image and classifying
these objects into predefined categories. The challenge is
heightened by the variability in the number of objects
present within a single image. Modern solutions
predominantly utilize neural networks to tackle this
problem effectively. Typically, the objective is to define a
rectangular bounding box, with sides parallel to the
dimensions of the original image. Neural networks
process images represented as arrays of size CxHxW,
where ’C’ denotes the number of channels, ’H’ the height,
and ’W’ the width of the image.

In addressing the problem of object identification,
locating objects within the image is the initial step.
Interestingly, several studies on pig identification lack
detailed methods for isolating individual animals in
photographs, focusing instead on identification algorithms
using images where objects, particularly pig ”faces,” have
already been segregated [12,13,14,15,16,17].

Existing research on pig detection predominantly
focuses on the comprehensive detection of entire pig
entities. For instance, [18] proposes a system that discerns
pigs’ posture, average speed, and distance traveled to
diagnose overall health conditions, including pain,
musculoskeletal issues, and digestion problems. The
authors employ a neural network capable of
simultaneously detecting individual pigs and classifying
their behavior. The study compares the performance of
the YOLO9000 [19] and Faster R-CNN [6] networks,
both based on the ResNet-50 architecture [8] for feature
extraction. It concludes that the YOLO9000 network
excels in speed and accuracy. Another study [20] applies
the YOLO9000 network to detect pig bodies under varied
lighting conditions. Furthermore, [21] explores pig
detection using the same architecture, introducing an
innovative algorithm to address the challenge of occlusion
among closely situated individuals. In [22], pig detection
using Faster R-CNN is combined with pig pose
classification. Subsequent studies [23,?] extend detection
to whole pig bodies, focusing on identifying key points
that accurately represent each animal’s pose, thereby
determining their location within the pen. The first of
these studies employs a neural network based on the
SegNet architecture [25], while the second utilizes a
Mask R-CNN image segmentation network [26].

There is a notable scarcity of research addressing
methodologies for detecting pig ”faces.” In [15,?], pig
”face” detection is implemented as the initial step in
addressing the broader identification challenge. It’s
important to note that the datasets in these studies
predominantly feature images capturing single
individuals, significantly simplifying the detection
process. The first paper uses the Faster R-CNN network
for face detection, while the second explores various
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popular ANN architectures designed for detection.
Despite acknowledging the high accuracy of YOLOv3,
the study favors the EfficientDet-D0 network [28] for its
balance of detection quality and speed.

In [11], the authors modified the YOLOv3 network to
detect pig ”faces” in images of group settings and achieved
notable results in Mean Average Precision (mAP): 90.18
% for the Intersection over Union (IoU) threshold TIoU =
0.5. A detailed explanation of mAP and IoU is provided in
Section 4 of this paper.

Thus, the main conclusions are as follows:

There are few studies focusing on the detection of pig
”faces,” with most concentrating on single individuals in
images;

Pig ”faces” in groups are detected in [11], achieving an
mAP of 90.18% at an IoU threshold TIoU = 0.5, which, to
the best of the authors’ knowledge, is the only study of its
kind available in popular scientific sources online;

Several papers on pig detection have employed neural
networks from the R-CNN and YOLO series.

The authors suggest that, similar to human
identification methods, utilizing pig ”faces” may yield
more precise results than using other body parts.
Therefore, for effective and non-invasive monitoring of
pigs on farms through video cameras, it is crucial to
tackle the challenge of detecting pig ”faces” within dense,
dynamic groups. This facilitates subsequent identification
and tracking. Previous studies have demonstrated the
effectiveness of R-CNN and YOLO series networks in pig
detection. This study employs contemporary adaptations
of these networks to achieve robust results.

3 The choice of neural network architecture

for pig ’face’ detection

The goal of the detection task in this study is to enable the
neural network to accurately locate pig ”faces” in images
and delineate them with rectangular frames.

Over the past few years, two primary approaches to
neural network-based detection have become prominent:

The R-CNN series of algorithms, representing a
two-stage detection methodology. Initially, these
algorithms identify ”regions of interest” where the target
object is likely to be located. In the subsequent stage,
objects within these regions are classified, and the
coordinates of the bounding boxes are refined.

The YOLO series of algorithms, which adopt a
one-stage approach. Here, the network simultaneously
predicts the coordinates of a set number of bounding
boxes, alongside classifying the objects and estimating
the probability of their presence. The coordinates of these
boxes are iteratively refined during the training process.

As noted in [29], the YOLO series is renowned for its
speed, while the R-CNN series is recognized for its
accuracy in pinpointing the coordinates of intricately
shaped and closely spaced small objects.

In this research, we explored, fine-tuned, and trained
Artificial Neural Networks (ANNs) for pig face detection
using two distinct architectural approaches: YOLOv5 [5]
and Faster R-CNN [6] enhanced with the Feature
Pyramid Network (FPN) mechanism [30]. The FPN
mechanism is known for improving the detection of small
objects, as evidenced in [30]. For the Faster R-CNN, we
employed two different backbone types: ResNet-50 [8]
and MobileNetV3 [9]. In convolutional neural networks,
the ”backbone” refers to the deep convolutional network
that extracts feature maps from an image, where a
”feature map” is an array representing the crucial features
of the processed image. The choice of YOLOv5 and
Faster R-CNN with FPN (hereafter referred to as Faster
R-CNN-FPN) is motivated by the former’s current status
as a leading network in object detection and the latter’s
potential efficacy in detecting pigs, particularly in dense
group settings.

The implementation of the Faster R-CNN-based ANN
was done using the torchvision.models.detection library
[31], employing the class faster rcnn.FasterRCNN [32].
Functions like fasterrcnn resnet50 fpn [33] and
fasterrcnn mobilenet v3 large fpn [34] were used to
implement the ResNet-50 and MobileNetV3-large
backbones with FPN, respectively. For YOLOv5 [5], we
used the PyTorch library.

We applied a transfer learning strategy to each variant
of the ANNs. This approach uses neuronal weights pre-
trained on the MS COCO dataset [35] for initialization,
enhancing the learning process. The MS COCO dataset,
known for its extensive collection of over 200 thousand
annotated images with more than 1.5 million objects, is
widely utilized for training neural networks. By leveraging
these pre-trained weights, our focus was on refining the
last few layers of the network, often termed ”unfrozen”
layers, rather than training the entire network from scratch
on the target dataset.

4 The results of different types of neural

networks for the detection of pig ’faces’ in

images

For the sake of generality, the ”faces” of the pigs are
hereafter referred to as relevant objects. It should be noted
that neural network detection algorithms can be used to
select objects of one class or several at the same time, but
in this case only objects of one relevant class are
searched.

We used 1200 and 130 (respectively) open-source
pictures of pigs as training and evaluation datasets for the
trained network. The training dataset is referred to as
training dataset and the validation dataset is referred to as
validation dataset in Russian technical literature.

The quality of the trained ANNs was evaluated on a
validation dataset using traditional object detection quality
metrics [10]. The following is a brief description of them.
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In the validation process, the ANN outputs the
coordinates of the bounding rectangles, and for each
rectangle, the probability (in articles in English, the
confidence score) that the rectangle Bp contains an object
of a particular class, in this case, the ”face” of a pig.
When calculating the quality metrics of the detection
methods for each predicted rectangle one must determine,
first, whether the object in it is relevant, and, second,
whether the rectangle’s coordinates are found accurately
enough. The accuracy of finding rectangle coordinates is
characterized by the IoU (Intersection over Union) score.
For each relevant object from the marked-up dataset
found by the neural network, the coordinates of the
bounding rectangle Bgt , determined at marking (the

original rectangle or Ground-truth bounding box), and
the rectangle Bp, predicted by the neural network
(hereafter, the predicted rectangle or Predicted bounding

box) are known. IoU =
S(Bp

⋂
Bgt)

S(Bp
⋃

Bgt)
- is the ratio of the

intersection area to the union area (respectively) of the

original rectangle and the predicted rectangle

(respectively). If IoU > TIoU (where TIoU is some
threshold for IoU), it is assumed that the rectangle
coordinates are correctly defined.

Predicted objects, depending on the ”correctness” of
the prediction of their class and location, are categorised
into groups: ”True Positive, False Positive and False

Negative”.

T P, FP and is the number of True Positive, False

Positive and False Negative objects (respectively) on all
images in the dataset (in this case the validation dataset).

Let Tscore be some threshold for confidence score. A
predicted object is True Positive if three conditions are
met:con f idence score > Tscore, IoU > TIoU and the object
class is defined correctly (as stated above, in our case
there is only one class, the ”face” of the pig). A predicted
object is False Positive if con f idence score > Tscore, but
either the object IoU ≤ TIoU class is not correctly defined.

Let N be the total number of relevant objects in all the
photos in the dataset (i.e. the number of rectangles Bgt).
Then the number of objects is False Positive:
FN = N −T P. After calculating T P, FP and FN we can
find the following quality metrics: Precision = T P

T P+FP

and Recall = T P
TP+FN

= T P
N

.

An important indicator of the detection quality is AP
“Average Precision” – a certain integral of the function
representing the dependence Precision on Recall, (within
[0, 1], since the values of Precision and Recall are from 0
to 1) and at different values of Tscore. In order to calculate
AP the sequence of values Tscore:
{Tscore,0,Tscore,2, ...,Tscore, i, ...,Tscore,k} is put and for each
value Tscore of this sequence we find the values of TP, FP

and FN, and we calculate Precision and Recall, then we
approximate calculate the definite integral of the function
Precision = F(Recall) between 0 and 1, i.e. the area
under the graph of this function. Note that the
curvesPrecision = F(Recall) will generally be different
at different thresholds TIoU , because T P and FP will also

be different TIoU and, and, consequently, the values AP

will be different.
Let {r0,r1, ...,ri, ...,rk} be a sequence of values

Recall and {p0, p2, ..., pi, ..., pk} – be a sequence of
values of Precision: pi = Recall(ri) (i = 0, ...,k). To
approximate the definite integral for the purpose of
estimation AP, for each one ri (i = 0, ...,k) we find:
p̂(ri) = max(p j = Precision(r j)

∣∣
r j≥ ri

). Then the
estimateAP is calculated as:

ÂP =
k−1

∑
i=0

(ri+1−ri)p̂(ri+1). (1)

Two popular choices{r0,r1, ...,ri, ...,rk} for

computing ÂP [10] are the methods originally
implemented for PASCAL VOC 2010-2012 [36,37,38]
and MS COCO datasets [35] (respectively). In the first
case, in the sequence {r0,r1, ...,ri, ...,rk}
ri = Recall(Tscore, i) (let us call: the PASCAL VOC
method), in the second case

{ ri|i=0,...,100}= {0.0+ i ·0.01 (i = 0, ...,100)} (2)

points in number k = 101, evenly spaced on the axis
(called: MS COCO method). The PASCAL VOC method
has one more peculiarity: if several Bp correspond to
oneBgt (that is for them IoU > TIoU ), then Bp the one with
the highest confidence score is considered to be True

Positive, and the others are False Positive. Depending on
these methods the sets of estimates AP given in the
articles are slightly different.

Table 1, containing the results of this work, gives the
following estimates of the indicatorAP (the first one is
calculated by the PASCAL VOC method, the others by

MS COCO): APPASCAL VOC = ÂP, where ÂP calculated
by formula (1) and ri = Recall(Tscore, i) where TIoU = 0.5;

AP[0.50:.05:.95], calculated by formula:

{AP@[0.50:.05:.95] =
1

10
∑

TIoU = 0.5+ 0.05 · j

j = 0, ...,9

ÂPj} (3)

where ÂPj is by formula (1), where ri are the elements of

the sequence defined by formula (2); AP@.50 and AP@.75,

representing the values of ÂP , calculated by formula (1),
where ri are the elements of the sequence defined by
formula (2), at TIoU = 0.5 and TIoU = 0.75 (respectively);
APsmall , APmedium, APl arge, representing the values of

ÂP, calculated by formula (3) for objects with the area of
the rectangle S, bounded by Bp, is within: S ≤ 322,

322
< S < 962, S ≥ 962 (in pixels) respectively.
Note. If a dataset contains objects of more than one

class, the average for all classes is usually denoted: mAP

(Mean average precision). Since a single class is
considered here, then mAPPASCAL VOC = APPASCAL VOC.
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For the MS COCO method the original website [35]
indicates that mAP the notation the notation, and by

AP[0.50:.05:.95], AP@.50, AP@.75, APsmall , APmedium, APl arge

the mean value of these indicators for all classes is
understood.

Table 1 shows the results of the evaluation of the
quality of face detection of pigs in images using different
types of ANN (in %), as well as the average face
detection time per photo (in milliseconds).

The information in Table 1 shows that the detection
quality of the ”faces” of the pigs by the YOLOv5x6
network, is significantly higher than that of the Faster
R-CNN-FPN with ResNet-50 and with
MobileNet-v3-large as backbone. The average face
detection time per photo with Faster R-CNN-FPN with
MobileNet-v3-large as backbone is slightly less than that
of YOLOv5x6, but the difference is not significant.

Figures 1 and 2 show the results of face detection in
pigs using YOLOv5 in the modern modification of
YOLOv5x6 (Figures 1-left, 2-left) and Faster
R-CNN-FPN with ResNet-50 backbone (Figures 1-right,
2-right).

Fig. 1: Results of pig ’face’ detection for YOLOv5 and Faster

R-CNN-FPN with backbone ResNet-50 (paddock photo)

Fig. 2: Results of pig ’face’ detection for YOLOv5 and Faster

R-CNN-FPN with backbone ResNet-50 (photo in the field)

It is visible that both neural networks predicted almost
all the ’faces’ of the pigs in the pictures. Figure 1-right
shows with an arrow that the Faster R-CNN-FPN neural
network incorrectly predicted one rectangle. Figure
2-right shows an arrow with a rectangle at the ”face” of a
pig (small size, in a dense group), which Faster
R-CN-FPN detected, but YOLOv5x6 did not.

Thus, it can be concluded from the experimental results
that YOLOv5x6 is the best network (out of those
discussed in the article) with respect to quality and
detection speed.

Each of the neural networks considered was trained
over 100 epochs. During one epoch the whole training
dataset, divided into batches, ”passes through” (i.e. all
neural network layers process in turn) the neural network.
In one iteration of training one batch is fed to the input of
the neural network, and then it is sequentially transformed
by all neural network layers. At the output of the last
layer ANN receives a batch of output signals and
calculates the value of some error function (loss function)
that characterizes the difference between the output
signals of ANN and the desired result. Then the trained
ANN parameters are adjusted so as to reduce the value of
the error function. Various modifications of the gradient
descent method (optimizers) are used to minimize the
error function. Figure 3 shows graphs characterizing the
training process of the YOLOv5x6 neural network, which
showed the highest quality of detection among the
considered networks. During training the following
parameters were used: the size of the data batch - 12, the
number of object classes - 1, the initial image was
converted to the size 400x400. The values of other
parameters were chosen ”by default” [5]. Figures 3-a, 3-c
show the change in the loss functions used to estimate the
discrepancy between the coordinates of the original and
predicted rectangles during training and validation
respectively, and Figures 3-b, 3-d show the change in the
loss functions used to estimate the discrepancy between
the true and predicted object classes during training and
validation respectively.

Fig. 3: Change in loss functions during training and validation of

the YOLOv5x6 neural network

The values of the lossfunctions decrease from epoch to
epoch, including for the validation set, indicating that the
neural network is learning effectively.

For the calculations we used a computer with the
following components: Intel Code i5-10600K processor
with characteristics: 12 cores, frequency - 4.10 GHz;
memory (RAM): 64GB; NVIDIA GeForce RTX 3090
GPU with: 24GB GDDR6X video memory,
1755/19500MHz GPU/memory, 10496 MPUs.
Development environment: Jupiter Notebook.
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Table 1: Assessment of the quality of the detection of pig ”faces” in the images (in %) and the average time to detect objects in one

photo (ms)
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Faster R-CNN-FPN [30]
ResNet-50 88,18 65,06 87,41 75,58 37,03 46,71 71,49 40,1

MobileNet-v3-large 87,22 66,02 87,20 76,52 11,83 40,25 75,48 21,5

YOLOv5x6 [30] YOLOv5x6 94,05 78,80 93,45 86,84 51,58 59,68 85,67 25,3

Calculations were performed on the GPU using CUDA -
Compute Unified Device Architecture - a
hardware-software architecture for parallel computing.
The CUDA compiler driver (nvcc): NVIDIA (R) Cuda
compiler driver, Cuda compilation tools, release 11.7,
V11.7.64. Programming language: python 3.9 using
machine learning framework PyTorch (v1.11.0) and
software libraries: NVIDIA CUDA R© Deep Neural
Network (cuDNN v8400), torchvision (v0.12.0), numpy
(v1.22.4), matplotlib (v3.5.2), albuptions (v1.0.3),
OpenCV (v4.5.5).

5 Conclusion

In this research, we addressed the following key tasks:
Selection of promising methods for detecting pig

”faces” in dense groups within images, based on a review
of scientific and technical literature. Notably, we focused
on the Faster R-CNN-FPN neural network architectures,
which include deep neural networks from the ResNet and
MobileNet series as their basis, and YOLOv5.

Acquisition of a dataset comprising images of pig
”faces” for ANN training.

Fine-tuning of the ANNs: This involved selecting the
backbone, a deep convolutional network responsible for
feature map extraction, determining the optimal number
of ”unfrozen” layers in the backbone for training, and
choosing and tuning optimizer parameters. These
parameters included the learning rate and its adjustment
during training, batch size, the number of training epochs,
and applying data augmentation techniques to subtly vary
images across different training epochs.

Training of the ANNs.
Analysis of the detection results.
Applying the YOLOv5 network in its YOLOv5x6

modification led to a detection accuracy of
mAPPASCAL VOC = 94,05% at an Intersection over Union
(IoU) threshold of 0.5. This accuracy significantly
surpasses the results shown in [11]:
mAPPASCAL VOC = 90,18%. To the best of the authors’
knowledge, at the time of writing, no other works have
been published on the detection of pig ”faces” in group
images. Among the neural networks evaluated in this
study, YOLOv5x6 demonstrated the most impressive
results in terms of detection quality, albeit slightly trailing
behind the Faster R-CNN-FPN network with the
MobileNet-v3-large backbone.

Directions for Further Research:
Conducting experiments under real-world conditions

at pig farms, which includes installing and configuring
video cameras and computers for neural network data
processing.

Developing methods for identifying pigs by their
”faces.”

Creating methods for tracking pigs, particularly when
identifying them by their ”faces.”

Classifying pig behavior to hypothesize about
diseases, suboptimal room temperatures, and other
environmental or health factors.
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