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Abstract: Memory management is a very important component of running large workloads in computing. It takes into 
account the capacity & limitations of the available memory on the device itself and deallocates memory space when it is not 
needed or expands the space through virtual memory. Memory management strives to optimize memory usage so that the 
CPU can efficiently access the instructions and data it needs to execute the various processes. 

This work is focused on memory utilization by different data management frameworks in R on different platforms. We have 
considered Native R, tidyverse, and data.table as data management frameworks. Very high precision (1e-5+1 to 1e-6+1) 
visual analysis of memory utilization data shows Native R memory management is better when compared to tidyverse and 
data.table. But, when we are analysing data on a large scale and observe the memory utilization, it shows no significant 
difference in distribution of memory utilization across different sample sizes. We have established the same results using 
analysis of variance (ANOVA) and analysis of coefficients of linear regression models. 
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1. Introduction 

Memory management is a critical aspect of any programming language, and R is no exception. In R, R performs data storage and 
manipulation primarily in Random Access Memory (RAM)[1, 4]. When you load a dataset into R, it is stored in RAM, and all 
subsequent operations and computations are performed in RAM. This is because RAM provides fast access to data, allowing for 
efficient computations and data manipulation. 
However, it's important to note that the size of the dataset and the amount of RAM available on your computer can affect the 
performance of R. If the dataset is too large to fit into RAM, R may start to use virtual memory (i.e., the hard disk), which can 
result in slower performance due to the slower read/write speeds of the hard disk compared to RAM. In extreme cases, running 
out of memory can also cause R to crash. 
In this study, we are exploring the effectiveness of three major data frameworks (Native R dataframe, Tidyverse Tibble dataframe 
and data.table dataframe) in R in terms of storage as a cost. We ran experiments on datasets of different sample sizes and evaluated 
the cost (storage) based on different data structures. This study is performed at very high precision (wherever needed) where we 
tried to retain the data at highest possible precision so that we can differentiate the cost at each step. 
2. Memory Allocation & Utilization in R 
In the R programming language, memory management is handled automatically by the R interpreter[1]. R utilizes a garbage 
collector to manage memory allocation and deal location, making it a high-level language that abstracts low-level memory 
management details from the programmer. 
R imposes memory limits based on the available system resources. If your program exceeds these limits, you may encounter 
errors or slowdowns. While R handles memory management automatically, it's still good practice to avoid unnecessary memory 
usage 
3. Frameworks (Packages) in Scope 
1. Native R (utils)[1];  
2. tidyverse_1.3.2/tibble_3.1.8[2];  
3. data.table_1.14.2 [3] 
 

4. Methodology 
There was no significant work was found in the literature for benchmarking of memory utilization of R frameworks. We have 
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discussed here approach to record the memory utilization of frameworks along with analysis approach which includes graphical 
exploration to establish the benchmark and statistical inference & use of supervise machine learning technique to support the 
evidences. 

An initial sample (0.2 million rows) has been drawn randomly with replacement from flight data from nycflight13 package and 
changed the data structure to data structure in scope. Memory utilization was measured and results were written to a file. In the 
next step, the sample size has been step up by 0.2 million rows and memory utilization was recorded. The same procedure repeated 
till the sample size reached 100 million records. 

4.1 Illustration of Experiment control Flow: 

 
 

Fig. 4.1.1 – Control flow of experiments 
 
4.2 Methods:  
The result was divided into 25 samples (20 run each) and each sample was further analyzed with highest possible precision on 
experiment machine. 
 
Analysis of Variance (ANOVA) [7, 8] is a statistical technique used to analyze the mean difference of memory utilization between 
the groups (Frameworks). ANOVA allows to determine whether the means of two or more groups are significantly different from 
each other. Analysis of variance is used to establish the fact whether three data structure in scope have significant difference in 
memory utilization or not for at least one set of frameworks.  
Analysis of variance has been performed with null hypothesis that there is no significant difference in memory utilization of three 
frameworks (Native R, Tidyverse and data.table). 
H0: There is no significant difference in memory utilization of three frameworks (Native R, Tidyverse and data.table) 
 
Linear regression [9,10,11] is a statistical technique used to model and analyze the relationship between a dependent variable (also 
called the response variable, memory utilization in this study) and one or more independent variables (also called predictor variables, 
sample size in this study). It aims to find the best-fitting linear equation that describes the linear relationship between the variables 
[12, 13]. Further, A linear regression model was built to estimate the impact of sample size (X) and utilization (Y). Higher Coefficient 
of sample size (X) indicates high memory utilization (Y) for unit increase of sample size (X). 

5. Analysis and Results: 

Linear regression models were built to estimate the effect of sample size (X) on memory utilization (Y) for all three frameworks and 
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coefficients of sample size (X) were analyzed at very high precision (10 digit after decimals). We have considered below mentioned 
regression equation for analysis of impact on Y of coefficient (β) for a unit change in sample size (X). 
memory utilization =   β* sample size + intercept 

6. Results – Analysis of memory utilization data: 

Table 6.1 – Analysis of Memory Utilization using ANOVA and Linear Regression 

 
 
Detailed high precision analysis of individual sample validates the similar behaviour across the datasets. It evident that we don’t have 
any significant difference when we are analysing behaviour of these frameworks over a range of sample sizes (ranging from 2x105 

records to 108 records).  
This can be observe that at a very high precision (1e-5+1 to 1e-6+1) visualization of memory utilization data, as sample size increases 
the memory utilization become almost similar in case of Native R and Tidyverse but memory utilization of data.table a bit higher (Please 
refer data visualization for memory utilization below).   
 
6.1 Sample 1 (2x105 records – 4x106 records): 

F-Statistics P-Value Coef. of x P-Value Coef. of x P-Value Coef. of x P-Value
1        2,00,000          40,00,000 0.0000000008 0.9999999992 120.0009789474 4.89243E-91 120.0009789474 4.89243E-91 120.0009789474 4.89243E-91
2      42,00,000          80,00,000 0.0000000008 0.9999999992 120.0004629474 7.81779E-98 120.0004629474 7.81779E-98 120.0004629474 7.81779E-98
3      82,00,000       1,20,00,000 0.0000000008 0.9999999992 120.0002536842 9.6141E-103 120.0002536842 9.6141E-103 120.0002536842 9.6141E-103
4    1,22,00,000       1,60,00,000 0.0000000008 0.9999999992 120.0001517895 7.0259E-106 120.0001517895 7.0259E-106 120.0001517895 7.0259E-106
5    1,62,00,000       2,00,00,000 0.0000000008 0.9999999992 120.0000770526 3.0703E-111 120.0000770526 3.0703E-111 120.0000770526 3.0703E-111
6    2,02,00,000       2,40,00,000 0.0000000008 0.9999999992 120.0000376842 3.0418E-118 120.0000376842 3.0418E-118 120.0000376842 3.0418E-118
7    2,42,00,000       2,80,00,000 0.0000000008 0.9999999992 120.0000246316 2.049E-120 120.0000246316 2.049E-120 120.0000246316 2.049E-120
8    2,82,00,000       3,20,00,000 0.0000000008 0.9999999992 120.0000187368 9.1837E-121 120.0000187368 9.1837E-121 120.0000187368 9.1837E-121
9    3,22,00,000       3,60,00,000 0.0000000008 0.9999999992 120.0000075789 3.5497E-127 120.0000075789 3.5497E-127 120.0000075789 3.5497E-127

10    3,62,00,000       4,00,00,000 0.0000000008 0.9999999992 120.0000040000 4.8245E-129 120.0000040000 4.8245E-129 120.0000040000 4.8245E-129
11    4,02,00,000       4,40,00,000 0.0000000008 0.9999999992 120.0000000000 1.6258E-271 120.0000000000 1.6258E-271 120.0000000000 1.6258E-271
12    4,42,00,000       4,80,00,000 0.0000000008 0.9999999992 120.0000000000 1.341E-271 120.0000000000 1.341E-271 120.0000000000 1.341E-271
13    4,82,00,000       5,20,00,000 0.0000000008 0.9999999992 120.0000000000 9.4215E-281 120.0000000000 9.4215E-281 120.0000000000 9.4215E-281
14    5,22,00,000       5,60,00,000 0.0000000008 0.9999999992 120.0000000000 1.2645E-272 120.0000000000 1.2645E-272 120.0000000000 1.2645E-272
15    5,62,00,000       6,00,00,000 0.0000000008 0.9999999992 120.0000000000 2.954E-265 120.0000000000 2.954E-265 120.0000000000 2.954E-265
16    6,02,00,000       6,40,00,000 0.0000000008 0.9999999992 120.0000000000 1.0384E-264 120.0000000000 1.0384E-264 120.0000000000 1.0384E-264
17    6,42,00,000       6,80,00,000 0.0000000008 0.9999999992 120.0000000000 2.4698E-284 120.0000000000 2.4698E-284 120.0000000000 2.4698E-284
18    6,82,00,000       7,20,00,000 0.0000000008 0.9999999992 120.0000000000 1.2507E-265 120.0000000000 1.2507E-265 120.0000000000 1.2507E-265
19    7,22,00,000       7,60,00,000 0.0000000008 0.9999999992 120.0000000000 8.0856E-270 120.0000000000 8.0856E-270 120.0000000000 8.0856E-270
20    7,62,00,000       8,00,00,000 0.0000000008 0.9999999992 120.0000000000 1.5266E-269 120.0000000000 1.5266E-269 120.0000000000 1.5266E-269
21    8,02,00,000       8,40,00,000 0.0000000008 0.9999999992 120.0000000000 1.4251E-265 120.0000000000 1.4251E-265 120.0000000000 1.4251E-265
22    8,42,00,000       8,80,00,000 0.0000000008 0.9999999992 120.0000000000 1.2645E-272 120.0000000000 1.2645E-272 120.0000000000 1.2645E-272
23    8,82,00,000       9,20,00,000 0.0000000008 0.9999999992 120.0000000000 2.4698E-266 120.0000000000 2.4698E-266 120.0000000000 2.4698E-266
24    9,22,00,000       9,60,00,000 0.0000000008 0.9999999992 120.0000000000 4.8991E-273 120.0000000000 4.8991E-273 120.0000000000 4.8991E-273
25    9,62,00,000      10,00,00,000 0.0000000008 0.9999999992 120.0000000000 7.5713E-263 120.0000000000 7.5713E-263 120.0000000000 7.5713E-263

data.table Linear Regression ResultsSample 
Number

Sample Size 
Minimum

Sample Size 
Maximum

ANOVA Results Native R Linear Regression Results Tidyverse Linear Regression Results
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Fig.6.1.1 – Visual Analysis of Memory Utilization at level of 4 million records 

 
6.2 Sample 2 (4.2x106 records – 8x106 records): 

 
Fig.6.2.1 – Visual Analysis of Memory Utilization at level of 8 million records 
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6.3 Sample 3 (8.2x106 records – 1.2x107 records): 

 
Fig. 6.3.1 – Visual Analysis of Memory Utilization at level of 12 million records 

6.4 Sample 4 (1.22x107 records – 1.6x107 records): 
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Fig. 6.4.1 – Visual Analysis of Memory Utilization at level of 16 million records 

6.5 Sample 5 (1.62x107 records – 2x107 records): 

 
Figu. 6.5.1 – Visual Analysis of Memory Utilization at level of 20 million records 

6.6 Sample 6 (2.02x107 records – 2.4x107 records): 
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Fig.6.6.1 – Visual Analysis of Memory Utilization at level of 24 million records 

6.7 Sample 7 (2.42x107 records – 2.8x107 records): 

 
Fig.6.7.1 – Visual Analysis of Memory Utilization at level of 28 million records 

6.8 Sample 8 (2.82x107 records – 3.2x107 records): 
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Fig. 6.8.1 – Visual Analysis of Memory Utilization at level of 32 million records 

6.9 Sample 9 (3.22x107 records – 3.6x107 records): 

 
Fig. 6.9.1 – Visual Analysis of Memory Utilization at level of 36 million records 
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6.10 Sample 10 (3.62x107 records – 4x107 records): 

 
Fig. 6.10.1 – Visual Analysis of Memory Utilization at level of 40 million records 

6.11 Sample 11 (4.02x107 records – 4.4x107 records): 
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Fig.6.11.1 – Visual Analysis of Memory Utilization at level of 44 million records 

6.12 Sample 12 (4.42x107 records – 4.8x107 records): 

 
Fig.6.12.1 – Visual Analysis of Memory Utilization at level of 48 million records 

6.13 Sample 13 (4.82x107 records – 5.2x107 records): 
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Fig.6.13.1 – Visual Analysis of Memory Utilization at level of 52 million records 

6.14 Sample 14 (5.22x107 records – 5.6x107 records): 

 
 

Fig. 6.14.1 – Visual Analysis of Memory Utilization at level of 56 million records 

6.15 Sample 15 (5.62x107 records –6x107 records): 
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 Fig.6.15.1 – Visual Analysis of Memory Utilization at level of 60 million records 

6.16 Sample 16 (6.2x107 records – 6.4x107 records): 

 
Figure 6.16.1 – Visual Analysis of Memory Utilization at level of 64 million records 

6.17 Sample 17 (6.42x107 records – 6.8x107 records): 
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Fig.6.17.1 – Visual Analysis of Memory Utilization at level of 68 million records 

6.18 Sample 18 (6.82x107 records – 7.2x107 records): 

 
Fig.6.18.1 – Visual Analysis of Memory Utilization at level of 72 million records 

6.19 Sample 19 (7.22x107 records – 7.6x107 records): 
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Fig.6.19.1 – Visual Analysis of Memory Utilization at level of 76 million records 

6.20 Sample 20 (7.62x107 records –8x107 records): 

 
Fig.6.20.1 – Visual Analysis of Memory Utilization at level of 80 million records 
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6.21 Sample 21 (8.02x107 records –8.4x107 records): 

 
 
 

Fig. 6.21.1 – Visual Analysis of Memory Utilization at level of 84 million records 

6.22 Sample 22 (8.42x107 records –8.8x107 records): 

 
Fig. 6.22.1 – Visual Analysis of Memory Utilization at level of 88 million records 
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6.23 Sample 23 (8.82x107 records –9.2x107 records): 

 
 
 

Fig. 6.23.1 – Visual Analysis of Memory Utilization at level of 92 million records 

6.24 Sample 24 (9.22x107 records –9.6x107 records): 

 
 

Fig. 6.24.1 – Visual Analysis of Memory Utilization at level of 96 million records 
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6.25 Sample 25 (9.62x107 records –10x108 records): 

 
Fig6.25.1 – Visual Analysis of Memory Utilization at level of 100 million records 

7. Conclusion and Discussion: 
This was observed in all the samples that there is no significant difference (p-value ~ 1) in memory utilization of all three frameworks. 
But in high precision data visualization this was evident that native R dataframes are most efficient data structure followed by tidyverse 
and data.table. This difference become meaning less when the data volume is very high. 
This was also observed that across the sample sizes that once sample size increases, the memory utilization of data.table comes closer 
to other data structures. 
In the analysis, this was evident that the choice of framework doesn’t make significant impact on memory utilization of the dataset. 
This also indicates that in the process of managing data in R at larger scale memory management has insignificant role and efficient 
data exchange and data manipulation strategies plays a key role.  
The study was majorly focused on leading data management platforms (native R, Tidyverse & data.table) in R in the future more 
platforms can be added and the results can be re-evaluate even on large scale datasets. 
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