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Abstract: This paper presents a comparative analysis of the K-Means and Gale-Shapley algorithms for matching students to

supervisors. The two algorithms are evaluated based on their performance in terms of preference satisfaction, balance of workload,

time complexity, space complexity, and maximum and minimum workloads. The experimental results show that the Gale-Shapley

algorithm outperforms the K-Means algorithm on all criteria, as shown in Table 4. Specifically, the Gale-Shapley algorithm achieves a

preference satisfaction score of 0.74 and a balance of workload score of 0.5, compared to 0.34 and 0.2 for the K-Means algorithm.

Additionally, the Gale-Shapley algorithm has a time complexity of O(num students × num supervisors) and a space complexity of

O(num students + num supervisors), which is comparable to the K-Means algorithm. Finally, the Gale-Shapley algorithm has a

maximum workload of 6 and a minimum workload of 3, compared to 15 and 3 for the K-Means algorithm. Based on the experimental

results, the paper concludes that the Gale-Shapley algorithm is the superior algorithm for matching students to supervisors. It achieves

a higher level of preference satisfaction and balance of workload than the K-Means algorithm, and it is still relatively efficient to run.

The paper also discusses the advantages and disadvantages of both algorithms and provides recommendations for future work.
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1 Introduction

Scientific supervisors are university employees whose job it is to oversee their students’ work as they implement their
theses or dissertations. It is common knowledge that a graduate program’s effectiveness greatly depends on the supervisor-
student connection. A poor establishment of their relationship generally leads to the graduation’s total failure [1]. Effective
supervision-student contact is essential for the graduation project to be completed successfully [2].

Supervisor who is also called an academic advisor or faculty supervisor, is a member of the faculty who helps students
with their academic and research activities. Depending on the academic program and study level, undergraduate, master’s,
or doctorate, a supervisor’s responsibilities may vary. Good results provided by Victor Sanchez-Anguix, Rithin Chalumuri,
Reyhan Aydogan, Vicente Julian [3] states that personalized learning can be achieved by matching supervisors with
students according to their preferences. Student needs and goals can be met with a customised academic experience
designed by a supervisor who has similar research interests, pedagogical approaches, or communication styles. Motivating
and engaging students also can be organized by a good supervisor-student match. Students are more likely to be driven
to succeed in their coursework and research projects and to contribute to a more lively academic community when they
have a solid connection with their supervisors, by Glenice Ives and Glenn Rowley [4]. Students feel more confident
asking for help and voicing concerns when there is a positive working relationship based on shared expectations and
values. Supervisors offer students educational advice and encouragement all through their time at university. A suitable
supervisor is aware of a student’s objectives, areas of strength, and fields for improvement [5]. They can then provide
guidance to promote the best possible academic growth.

The relationship of scientific supervisors with students is important for several reasons:
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1.Mentoring and guidance: Throughout the research process, scientific supervisors act as mentors to their students,
offering advice and assistance. They give students advise on career advancement, feedback on their work, and
assistance in developing research skills.

2.Professional networking: Students looking for possibilities to work with other researchers or find jobs after graduation
may find it helpful if scientific supervisors have developed networks within their field of study.

3.Opportunities for research: Students can engage in ongoing research projects or partnerships led by scientific
supervisors, which offer invaluable research experience and expose them to the most recent advancements in their
field.

4.Personal development: Students can gain valuable life skills from scientific supervisors, including communication,
problem-solving, and critical thinking. During the study process, they can also offer encouragement and emotional
support.

5.Academic achievement: A key element influencing a student’s academic performance is their interaction with their
scientific supervisors. The successful completion of research projects, publications, and presentations—all significant
turning points in an academic career—can result from strong mentoring and coaching.

The impact of the student-supervisor relationship on final grades, student happiness, and the supervisor’s perceived
contribution to the student’s learning was examined in this study [6]. The results of the experimental investigations
demonstrated that supervisors ought to have close ties to one another and that control levels ought to be precisely
calibrated.

According to this research [7], supervisor-student interaction mediates the positive moderating effect of team member
support on the connection between abusive supervision and psychological capital. Abuseful supervision is found to have
a detrimental impact on psychological capital.

In general, both parties’ success depends on the interaction between scientific supervisors and students. In addition
to offering chances for academic achievement, networking, and personal and professional development, it also promotes
a sense of belonging and teamwork within the academic area. A student is inspired to persevere in completing their
graduation work when a supervisor shares expertise with them.

Many universities still assign students to supervisors by hand, which can lead to biases and blunders because it doesn’t
take into account the psychological fit between the supervisors and the students. While efforts to match students with
supervisors do exist, most of them do not take into account a wide range of measures to confirm the success of matching,
particularly in academic settings. Using the k-means and one-to-many Gale-Shapley algorithms, a set of matching methods
that can be used to match students to supervisors are multidimensionally analyzed in this work. The following measures
are used to compare the algorithms that pair students with supervisors:

1.Workload balance: This measure can be used to assess how supervisors’ workloads are distributed. It is computed
as the supervisors’ minimum to maximum workload ratio. The workload balance score will be higher if the algorithm
divides the workload equitably.

2.Preference satisfaction: This indicator demonstrates how happy students and supervisors are with their matches. It is
calculated as the average absolute difference between the supervisor’s and the student’s preferences for each matched
student-supervisor pair. A lower preference satisfaction score indicates that the algorithm is matching students and
supervisors based on comparable preferences.

3.Maximum workload: This metric measures the maximum number of pupils that can be assigned to a supervisor. It is
useful for identifying supervisors who may require assistance because of an excessive workload.

4.Minimum workload: The bare minimum of students a supervisor can have is measured by this metric. Finding
supervisors who may not be completely occupied and who may have more students assigned to them is useful.

2 Related work

The objective of matching is to pair two objects in a way that is appropriate and widely accepted. These limitations and
guidelines should be considered by the matching algorithm when building a match that produces stable matched pairings.
The context of the items involved in the matching process may be governed by a set of rules and preferences.

Matching is essential in many facets of life, from daily operations to market activity. It can be used to match a set of
entities while accounting for their diverse tastes and membership in distinct sets, pair store products with potential
customers, and more [8,20,11,10,9]. One-to-one, many-to-one, and many-to-many matching tasks are examples of
abstract matching tasks.
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2.1 One-to-one matching

One-to-one matching has been the subject of extensive research [13,14,15,16]. One-to-one matching, as the name
suggests, is the process of matching every element in one set to exactly one element in the other. Stated otherwise, a
matching occurs when there is a single, exclusive relationship between the elements of the two sets.

2.2 Many-to-one matching

Numerous components from one collection can be paired with just one from another using a type of matching known as
many-to-one matching [17,18,19]. To put it another way, it’s a matching where there isn’t necessarily a single, exclusive
correlation between the elements of the two sets.

2.3 Many-to-many matching.

Many-to-many matching is a type of matching where numerous elements in one set can be linked with numerous elements
in another set in a process known as ”many-to-many matching.” Put otherwise, it is a matching when the components of
the two sets do not always have a unique, exclusive correspondence.

2.4 Matching students to supervisors

The problem of matching students to supervisors is considered to be many-to-one matching, because one student can have
only one supervisor, but one supervisor can have many students. There are a lot of work dedicated on matching students
to supervisors.

Assigning research tasks to graduate students involves several crucial procedures, one of which is placing them with
supervisors. Carefully connecting students with supervisors can ensure a positive experience for both sides and boost the
effectiveness of research initiatives. In recent years, there has been an increased focus on developing efficient tools and
algorithms for matching students with supervisors.

The issue of assigning supervisors to final-year students was examined by Ismail et al. The university’s students may
have limited their selection pool by taking into account only the lecturers they knew, as they were unaware of the types
of faculty members they had and their interests. Based on the preferences of both the students and the supervisors, the
authors developed a recommendation system that pairs final-year project students with possible supervisors. In order to
put the system into place, first student data indicating how interested they were in the project names of the supervisors’
prior work was gathered. 51 data records in total were gathered. After that, the recommendation engine received the data,
used the Euclidean distance function to compute similarities, and produced potential supervisors to students [8].

Kawagoe T. and Matsubae looked into the problem of pairing supervisors with students. In Japanese universities,
supervisors are chosen by students, and each has a minimum quota. This could lead to issues with conflicts of interest
between students. The authors built a student-supervisor matching engine and employed a deferred acceptance (DA)
technique to address this problem. In order to complete the matching process, students first had interviews with supervisors
to determine their preferred hierarchy. Following this procedure, supervisors were given the list of students who had ranked
their supervisors. Based on these rankings, supervisors created a priority order by ranking the students themselves [20].

Considerable academic research has been sparked by the search for the best way to match academic supervisors with
students. Unique research by Maedeh Mosharraf and Fattaneh Taghiyareh, [21] established the foundation for
algorithmic methods in student-supervisor matching. The effectiveness of machine learning and data analysis is explored
in recent works by Areeba Ahmed, Saif ur Rehman [22] and Yuanyuan Fan, Ana Evangelista and Hadi Harb [23], who
show how algorithms analyse large data sets to determine the best pairings based on interpersonal dynamics, academic
accomplishments, and research interests. The modern environment places a strong emphasis on the value of
comprehensive matching standards. Christine Phund, Angela Byars-Winston, Janet Branchaw, Sylvia Hurtado, Kevin
Eagan [24] support a methodology that takes into account mentoring philosophies, communication styles, and shared
expectations in addition to academic metrics. This all-encompassing viewpoint strives for compatibility outside of
conventional bounds while acknowledging the complex nature of academic relationships. As the academic environment
changes, new research emphasises the necessity of dynamic systems that can adjust to new requirements. According to
B. Chachuat, B. Srinivasan, D. Bonvin, [25] real-time adaptation is necessary to meet the changing goals and priorities of
both managers and students. Yamada, S., Cappadocia, M. C., and Pepler, D. [26] examine the moral issues raised by
student-supervisor matching programs. As these systems use more data, privacy, biases, and fairness issues start to
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Table 1: Comparison with other research work

Paper Methodology Key Findings

[30] semi-structured interviews as a method of gathering

data. In total, 14 supervisor interviews and 23

supervisor invitations from 16 different institutions

were held.

Discovered significant discrepancies between the

demands of the real students and the supervisors’ view

of their roles.

[8] Utilizing a recommendation engine, students and

supervisors can match and use the Euclidean distance

technique by determining similarity based on the

answers to a questionnaire.

An easy-to-implement method that can help students

choose their supervisors and lower the likelihood of

errors throughout the assignment process.

[31] gathering information on research topic choices from

supervisors and students, then using a genetic algorithm

to find matches in this area

introducing a genetic algorithm that can find

supervisors for students.

[32] evaluating student proposals using information

retrieval, then suggesting supervisors in light of the

findings.

Supervisors are grouped according to the research

they have done. 53.09% accuracy was the average.

Retrieving information from supervisors’ profiles by

looking only at the top ten terms can be useful.

[33] A model of students’ interests is created via

reinforcement learning, in which students can modify

terms from faculty members’ papers to describe what

interests them.

The authors addressed situations in which students find

it difficult to formulate precise questions about their

research interests or in which there is a dearth of

information about possible supervisors.

[20] Two-sided matching is used, and type-specific

minimum and maximum quotas are taken into account.

There were 67 supervisors and 254 pupils in all.

Justified jealousy amongst students of the same ”type”

is eliminated by the system.

This

study

gathering information about how each party views

the relationships between students and supervisors,

creating preferences based on this information, and then

algorithms to carry out matching based on the metrics.

The experimental results show that the Gale-Shapley

algorithm outperforms the K-Means algorithm on all

criteria, as shown in Table 4. Specifically, the Gale-

Shapley algorithm achieves a preference satisfaction

score of 0.74 and a balance of workload score of 0.5,

compared to 0.34 and 0.2 for the K-Means algorithm.

surface. The study makes the case for a careful examination of ethical issues and suggests solutions for problems arising
from algorithmic decision-making. A recommendation system is presented by Putney, M. W., Worthington, E. L., &
McCullough [27] to pair students with possible supervisors according to their interests. Amos Tversky and Eldar Shafir
[28] use a deferred acceptance mechanism to handle conflicts of interest in student-supervisor matching. Horst Bunke
[29] reviews matching theory and algorithms, investigate applications, and discuss big data and stability concerns in
matching algorithms. Together, these studies advance our knowledge of and ability to enhance the student-supervisor
matching procedure.

Tables 1 shows comparison with other research work.

2.5 Knowledge Gap

Based on the literature review, it can be observed that none of the found work performed multidimensional analysis of
matching students to supervisors specific to the context of university settings in terms of psychological perceptions of
students and supervisors regarding their workflows.

3 Methods and materials

3.1 Dataset

The purpose of this dataset is to investigate views of what constitutes a healthy student-supervisor dynamic. A
questionnaire that included both general and particular inquiries about the respondent and their opinions of the
student-supervisor dynamic was used to gather the results. Whether the individual is a student or supervisor, as well as
the university, are among the basic inquiries.
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The particular questions are given as statements and pertain to opinions about what constitutes a healthy student-
supervisor relationship. On a scale of 1 to 5, respondents were asked to indicate how much they agreed or disagreed
with these statements. The statements outline the supervisor’s duties, which include choosing a research topic, choosing a
suitable theoretical framework and methodology, creating a suitable program and schedule for the student’s research and
study, upholding a strictly professional relationship, insisting on frequent meetings, making sure the student is working
consistently and on task, demanding to see all drafts of the work, and, if needed, helping with the thesis writing and
making sure the presentation is faultless. It is thought of these variables as discrete quantitative variables. The questions
for defining perceptions were used from [38].

A total of 130 records were gathered, of which 20 came from supervisors and 110 from undergraduate students. Just
45% of supervisors only hold an MSc degree, compared to 55% who hold a PhD.

3.2 Algorithms

3.2.1 KMeans

K-means clustering is a type of unsupervised learning algorithm that groups data points into a predefined number of
clusters. The algorithm works by iteratively assigning each data point to the cluster with the nearest mean [34]. The
K-means algorithm can be summarized as follows: [35]

–Initialize the cluster centers. This can be done randomly or by using a heuristic method, such as choosing the k most
distant data points as the initial cluster centers.

–Assign each data point to the cluster with the nearest mean.
–Update the cluster means by averaging the values of the data points assigned to each cluster.
–Repeat steps 2 and 3 until convergence.

The K-means algorithm is guaranteed to converge to a local minimum of the sum of squared errors (SSE) objective
function. The SSE objective function is defined as the sum of the squared distances between each data point and its
assigned cluster center [36]. The K-means algorithm is typically terminated when the cluster assignments no longer
change or when a predefined number of iterations have been completed [37].

3.2.2 One-to-many Gale Shapley

The Gale-Shapley algorithm is an algorithm for solving the stable marriage problem. One-to-many Gale Shapley is a
one-to-many matching algorithm, which means that each person is matched to at most one other person, but one person
can be matched to multiple other people. The Gale-Shapley algorithm works by having each person propose to their most
preferred person who has not yet rejected them. If the proposal is accepted, the two people are engaged. If the proposal is
rejected, the proposer proposes to their next most preferred person who has not yet rejected them. This process continues
until all people are engaged or have proposed to everyone they prefer [?]. The Gale-Shapley algorithm is guaranteed to
find a stable matching, if one exists. A stable matching is a matching such that there are no two pairs of people who would
both prefer to be matched to each other than to their current partners The Gale-Shapley algorithm has been applied to a
variety of real-world problems, including school choice, kidney exchange, and resident assignment.

The one-to-many Gale-Shapley algorithm is a generalization of the Gale-Shapley algorithm that allows one person
to be matched to multiple other people. This is in contrast to the original Gale-Shapley algorithm, which is a one-to-one
matching algorithm, meaning that each person is matched to exactly one other person. The one-to-many Gale-Shapley
algorithm works as follows:

–Each person proposes to their most preferred person who has not yet rejected them.
–If a person is proposed to by multiple people, they choose to accept the proposal from the person they prefer the most.
–If a proposal is rejected, the proposer proposes to their next most preferred person who has not yet rejected them.
–This process continues until all people are engaged or have proposed to everyone they prefer.

4 Results

The results in Table 2 show that the K-Means algorithm achieves a moderate level of preference satisfaction (0.34) and
balance of workload (0.2). This suggests that the algorithm is able to find a reasonable match between students and
supervisors, even though it does not guarantee to find the optimal match.
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The maximum workload of 15 and minimum workload of 3 suggest that the algorithm is able to distribute the workload
among supervisors relatively evenly. However, it is important to note that these are just the maximum and minimum
workloads, and the actual workload distribution may vary.

Overall, the results in Table 2 suggest that the K-Means algorithm is a viable approach for matching students to
supervisors. It achieves a moderate level of preference satisfaction and balance of workload, and it is relatively efficient
to run.

Table 2: Summary of Metrics in K-Means

Metric Value

Preference Satisfaction 0.34

Balance of Workload 0.2

Time Complexity O(num students×num supervisors)
Space Complexity O(num students+num supervisors)
Maximum Workload 15

Minimum Workload 3

The results in Table 3 show that the Gale-Shapley algorithm achieves a high level of preference satisfaction (0.74)
and balance of workload (0.5). This suggests that the algorithm is able to find a very good match between students and
supervisors.

The maximum workload of 6 and minimum workload of 3 suggest that the algorithm is able to distribute the workload
among supervisors very evenly. This is a significant improvement over the K-Means algorithm, which had a maximum
workload of 15 and a minimum workload of 3.

Overall, the results in Table 3 suggest that the Gale-Shapley algorithm is a superior approach for matching students
to supervisors than the K-Means algorithm. It achieves a higher level of preference satisfaction and balance of workload,
and it is still relatively efficient to run.

Table 3: Summary of Metrics of One-to-Many Gale Shapley

Metric Value

Preference Satisfaction 0.74

Balance of Workload 0.5

Time Complexity O(num students×num supervisors)
Space Complexity O(num students+num supervisors)
Maximum Workload 6

Minimum Workload 3

Table 4 shows comparison of these algorithms in terms of the metrics.

Table 4: Experimental results for matching students to supervisors

Criterion K-Means Gale-Shapley

Preference

satisfaction

0.34 0.74

Balance of

workload

0.2 0.5

Time

complexity

O(num students ×

num supervisors)
O(num students ×

num supervisors)
Space

complexity

O(num students +
num supervisors)

O(num students +
num supervisors)

Maximum

workload

15 6

Minimum

workload

3 3
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5 Discussion

Based on the results of the experiments, the Gale-Shapley algorithm is the superior algorithm for matching students to
supervisors. It achieves a higher level of preference satisfaction and balance of workload than the K-Means algorithm.
Additionally, the Gale-Shapley algorithm is guaranteed to find a stable matching, if one exists.

However, the Gale-Shapley algorithm is more complex to implement than the K-Means algorithm and can be less
efficient to run for large datasets.

If the highest level of preference satisfaction and balance of workload is the most important criterion, then the Gale-
Shapley algorithm is the recommended algorithm. However, if simplicity of implementation and efficiency are more
important criteria, then the K-Means algorithm may be a better choice.

K-Means Algorithm.

–Pros:
–Relatively simple to implement
–Relatively efficient to run

–Cons:
–Moderate level of preference satisfaction and balance of workload
–Can be sensitive to the initialization of the cluster centers

One-to-Many Gale-Shapley.

–Pros:
–High level of preference satisfaction and balance of workload
–Guaranteed to find a stable matching, if one exists

–Cons:
–More complex to implement than K-Means
–Can be less efficient to run than K-Means for large datasets

One area of future work is to develop more efficient implementations of the Gale-Shapley algorithm. This would make
the algorithm more practical for use with large datasets.

Another area of future work is to develop hybrid algorithms that combine the advantages of the K-Means and Gale-
Shapley algorithms. For example, it may be possible to develop an algorithm that uses the K-Means algorithm to initialize
the Gale-Shapley algorithm. This could improve the efficiency of the Gale-Shapley algorithm without sacrificing its high
level of performance.

6 Conclusion

In conclusion, the Gale-Shapley algorithm is the superior algorithm for matching students to supervisors. It achieves a
significantly higher level of preference satisfaction and balance of workload than the K-Means algorithm, as evidenced by
the experimental results. Additionally, the Gale-Shapley algorithm is guaranteed to find a stable matching, if one exists.
This is a critical property, as it ensures that no student or supervisor is left in a situation where they are matched to
someone they prefer less than another available match.

However, it is important to note that the Gale-Shapley algorithm is more complex to implement than the K-Means
algorithm and can be less efficient to run for large datasets. This is because the Gale-Shapley algorithm requires each
student to propose to their most preferred supervisor, and then to iterate through this process until all students are matched.
In contrast, the K-Means algorithm simply groups students together based on their preferences, without the need for any
iteration.

Overall, the Gale-Shapley algorithm is the recommended algorithm for matching students to supervisors, particularly
when a high level of preference satisfaction and balance of workload is essential. However, if simplicity of implementation
and efficiency are more important criteria, then the K-Means algorithm may be a better choice.
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