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Abstract: The Henry gas solubility optimization (HGSO) is a meta-heuristic algorithm based on Henry’s law. In this 
paper, β–hill climbing operator is introduced to enhance the ability of the local search, which improves the shortcoming 
of the original HGSO algorithm. The improved Henry gas solubility optimization algorithm (βHC-HGSO) is based on 
the β -hill climbing local search, which is used for selecting a subset of relevant features for high income to improve the 
classification accuracy. The random forest (RF) expert system was employed to explain the performance of the 
proposed algorithm. According to empirical research, the performance of the improved Henry gas solubility(βHC-
HGSO) is better than the original algorithm. 

Keywords: Feature selection, β–hill climbing, Henry gas solubility optimization (βHC-HGSO), prediction. 
 

1 Introduction 

Machine learning is a rapidly developing field for capturing data from existing datasets. It depends on a learning 
algorithm for classification, regression, clustering, or time-series prediction to get a result. In the classification task, the 
target is to predict the class of each sample in the dataset. To complete this task, two major phases are typically used: 
training and testing. In the training phase, the objective is to build a classifier in the form of a function that matches 
each record in the training set (samples with known classes) to its corresponding class. While in the testing phase, the 
aim is to assess the ability of the classifier to perfectly predict the unknown samples of the test set (samples with 
unknown classes). As the dimensionality of a dataset increases, the classification task becomes more complex and 
computationally expensive.  

To handle this issue, we need to use feature selection (FS). Feature selection is a way in machine learning to find the 
best set of features for building optimized models. Thus, FS succeeded in obtaining the smallest subset of features while 
simultaneously maintaining the highest classification accuracy. Real-world applications of FS may include medical 
diagnosis, bioinformatics, fault detection, text mining, and many others. 

There are three types of FS methods: filter, wrapper, and embedded. In the filter methods [1], correlations between the 
features are considered in the evaluation process, and no external evaluators are involved. The classification model is 
trained using the available attributes of a dataset in the embedded methods, and the results are used to evaluate the 
correlation of each attribute. 

In terms of classification accuracy, wrapper approaches surpass filter methods. Using the wrapper method, numerous 
approaches to the FS problem have been presented over time, including greedy search, heuristic search, random search, 
and the exhaustive search method. Each of these methods has its own set of factors that influence the method's overall 
performance. Due to various advantages, meta-heuristics have drawn the attention of researchers to solve optimization 
problems. i) They are adaptive to dynamic changes; ii) They have the ability to self-organize; iii) They do not require 
any specific mathematical properties; iv) They can evaluate numerous solutions simultaneously; v) They are widely 
used in practice; and vi) They have frequently proven to be more trustworthy than traditional approaches. 

Recently, several metaheuristic-based techniques for solving the FS problem have been proposed. Some of the most 
well-known works in this field are: particle swarm optimization (PSO) [2], harmony search (HS) [3], artificial bee 
colony (ABC) [4], and ant colony optimization (ACO) [5], while some of the more recent and promising methods are: 
grey wolf optimizer (GWO)  [6], grasshopper optimization algorithm (GOA) [7], whale optimization algorithm (WOA) 
[8], salp swarm algorithm (SSA) [9],gravitational search algorithm (GSA) [10]. and Henry gas solubility optimization 
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algorithm (HGSO) [11]. 

Meta-heuristic algorithms produce promising results when applied to FS problems; however, a significant question 
remains as to whether more optimization approaches are required to achieve even better results.    

In this regard, we present an improved Henry gas solubility optimization algorithm based on β-Hill climbing local 
search to compete with the well-known state-of-the-art optimization algorithms in this field. This study's main 
contribution is:   

§ An improved Henry gas solubility optimization algorithm is proposed. An optimization technique known as the 
"hill climbing method" can create a search trajectory in the search space that leads to the local optima, β-operator is 
utilized in hill climbing to control the balance between exploration and exploitation during the search. 

§ The improved algorithm adds a new search method. In this way, the disadvantages of the single search method of 
the original algorithm are overcome, and the accuracy of the optimal solution will be greatly improved after the 
second search. 

§ The effect of a classifier-based improved HGSO, can be measured using a random forest classifier (RF) and 
compared to the same classifier-based original HGSO.      

The remainder of this paper is constructed as follows: Section 2 represents the background. Related work In Section 3, 
the suggested approach is explained in Section 4. Section 5 displays the experimental results. In Section 6, conclusions 
are presented. 

2. Background   

Economic data (considered big data) is known for its complexity. The data comes in various structures and sizes. It has 
outliers and dependence between independent variables, in addition to its high dimensions. The modern algorithms 
required to work with large datasets add a level of complexity to inference and require different approaches to model 
fitting. To predict factors that influence extremely high incomes for individuals (based on a large set of personal 
factors), we need to use feature selection methods to exclude the unimportant factors by finding the relevance of 
features based on a specified classifier. There are many feature selection methods that give good results, but we need to 
achieve better results.  

This section provides the background and basic concepts of HGSO, and the random forest classifier (RF). 

2.1. Henry Gas Solubility Optimization (HGSO) Algorithm  

Henry’s law of gases serves as the foundation for the Henry Gas Solubility Optimization Algorithm (HGSO), a 
physical-based algorithm. The law explains the phenomenon of gas solubility in a liquid at a particular pressure. Figure 
1 illustrates the solubility of gas particles under two different pressures. Based on the above theory, a mathematical 
model can be formulated to construct the HGSO algorithm as follows: 

In the initialization process, the population of candidate solutions with N gas particles is initialized as in Equation (1). 

𝑥"# = 𝑙𝑏" +		𝑟𝑎𝑛𝑑" × (𝑢𝑏" + 𝑙𝑏")														           (1) 

Where 𝑥"#		is the initial position of the ith gas particle, the lower and upper bounds of hyperspace related to the ith 
candidate solution are denoted by 𝑙𝑏1 and	𝑢𝑏1, respectively. 

 
a) A saturated solution of a gas is in equilibrium 
b) If the pressure is increased to p2 the volume of the gas at pressure p1 decreases 

Fig. 1: Gas particles dissolve into a liquid under partial pressure 
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In Equation (1), 𝑟𝑎𝑛𝑑"	is a randomly generated real value in the range [0, 1]. As each gas particle has some properties, 
these are also initialized using Equation (2). 

𝐻3# = 𝑙4 + 𝑟𝑎𝑛𝑑4, 𝑝".3# = 𝑙8 × 𝑟𝑎𝑛𝑑8, 𝑐3# = 𝑙: × 𝑟𝑎𝑛𝑑:							        (2) 

Where 𝐻3# is the initial value of Henry's constant for type, 𝑝",3#  represents the initial value of partial pressure of gas i in 
cluster j, and 𝐶3#represents the initial constant value of type j. In Equation (2), constants	𝑙4,𝑙8, and 𝑙: with values of 5E-
02, 100, and 1E-02, respectively. 

Clustering, for each gas type, the population of gas particles is divided into k clusters. Each cluster has a unique 
Henry's constant value (Hj). 

Evaluation, the fitness value of the gas particles in each cluster is evaluated to assign the best cluster	𝑋3,=>?@. All 
candidate solutions are ranked in order to find the global best solution 𝑋=>?@ in the entire population. 

Update Henry’s Coefficient, as the pressure on gas particles changes during each iteration, it is critical to update 
Henry's coefficient 𝐻3@A4		using Equation (3). 

𝐻3@A4 = 𝐻3@ × 𝑒𝑥𝑝 C−𝑐3 ×		E
4
FG
−		 4

FH
IJ . 𝑇@ = exp E O@

@PQR
I			        (3) 

Where 𝐻3@ Henry’s coefficient for cluster j in iteration t, 𝑇@	refers to temperature at iteration t, 𝑇Sis a constant with 
value 298.15, and the maximum number of iterations is 𝑡UVW . 

Update Solubility, during the tth iteration, the solubility 𝑆",3@  of the ith gas particle in the jth cluster must be updated 
using Equation (4): 

𝑠",3@ = K × 𝐻3@A4 × 𝑃",3@ 																							           (4) 

Where K is a constant, and 		𝑃",3		@  is the partial pressure on ith gas particle in jth cluster. 

Update Position, the position of the ith gas particle in the jth cluster for iteration t = 1 + 1 is updated using Equation 
(5): 

x1,\]A4 = x1,\] + F × rand4 × γ × dx\.efg]Ox1,\		] h + F × rand8	
× α × dS1,\] ×		Xefg] −		X1,\] h,	

Whereγ = 		β		 × expo−		pqrstu∈
t

pw,xu∈
t y . ∈= 0.05															         (5) 

Where F is used to control search direction by flagging, γ is the ability of a gas particle with respect to its cluster, and α 
is the influence of other gas particles on ith particle. In Equation (5), 𝑟𝑎𝑛𝑑4 and 𝑟𝑎𝑛𝑑8 are two different randomly 
generated real values between [0, 1], and ε is a small value to avoid the divide by zero error. 

Escape from local optimum: HGSO selects the worst solutions, as in Equation (6), for re-initialization in order to 
implement the strategy of avoiding local optima problems: 

N} = N × [rand × (C8 − C4) + C4], C4 = 0.1		and		C8 = 0.2				       (6) 

Where N denotes the population size and rand denotes a random number between [0, 1]. Equation (1) is used to re-
initialize the position of the worst solutions chosen in this step.  

2.2. Classification algorithm 

In this study, the machine learning (ML) algorithm Random Forest (RF) was used as a classification algorithm during 
the FS process to evaluate the precision and quality of solutions. The aforementioned machine learning algorithm was 
used in all experiments because it’s simple and easy to implement, as well as very useful in locating the preferred subset 
of features when compared to other complex supervised ML methods. The classifier used in this study is described in 
the following section. 

2.2.1 Random Forest (RF)   

The Random Forest is an ensemble machine learning algorithm that makes decisions by combining the power of 
multiple decision trees [12]. The algorithm generates decision trees from randomly selected data samples and gets 
predictions (voting) from each tree. The random forest algorithm combines the voting from multiple decision trees to 
generate the final solution by averaging all the votes. This process of combining the output of multiple individual 
models is called "Ensemble Learning”. Random forest is often found to be the most accurate learning algorithm to date.  
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Algorithm 1 illustrates the pseudocode of the Random Forest. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The algorithm steps are as follows: To begin, we take a bootstrap sample from S, where S (i) is the ith bootstrap for 
each tree in the forest. To modify the algorithm, at each node of the tree, we randomly select some subset of the features 
f ⊆ F.  where F is the set of features. The node then splits on the best feature in f instead of F, f is a lot smaller than F. 
Then we use the modified algorithm to learn the decision-tree. The most computationally expensive aspect of decision 
tree learning is deciding which features to split. The speed of the tree's learning can be increased by reducing the 
number of features. 

3. Related Work 

HGSO is a natural science-inspired algorithm that uses Henry gas solubility law to solve global optimization problems. 
The main changes of premature convergence and a poor balance of exploration and exploitation remain, which means 
that solving some complex optimization problems is still difficult. In order to make up for the shortcomings of the 
HGSO algorithm, some efforts have been made in terms of real-world problems and theoretical research. Li et al.[13] 
produce the Lévy motion-based Henry gas solubility optimization algorithm (Lévy-HGSO) and the Brown motion-
based Henry gas solubility optimization algorithm (Brown-HGSO). Mohammadi et al. [14] propose an algorithm named 
Quantum HGSO (QHGSO) algorithm. The proposed changes improve HGSO's ability to create a balance between 
exploitation and exploration for a better investigation of the solution space. Hashim et al.[15] present an improved 
HGSO algorithm for solving the DNA motif discovery problem. Bi et al. [16] propose improved Henry gas solubility 
optimization with dynamic opposite learning, the sine cosine factor, conversion probability, and an interval contraction 
strategy. Abd Elaziz. et.al [17] present a modified Henry gas solubility optimization (HGSO) that is based on the whale 
optimization algorithm (WOA) and comprehensive opposition-based learning (COBL) for optimum task scheduling 
(HGSWC). Xie et al. [18] propose an improved Henry gas solubility optimization algorithm (HHOHGSO) based on the 
Harris Hawk optimization. 

4. Improved HGSO algorithm based on β- Hill climbing local search 

4.1 β- Hill climbing   

In Henry Gas Solubility Optimization (HGSO), when the gas particle’s position is updated, the searching strategy for 
the optimal solution is quite simple, which results in low search precision. This study tries to discover other operators 
with strong searching abilities to compensate for the initial particle movement strategy of the HGSO algorithm. 

In this paper, β–hill climbing operator is introduced into the HGSO algorithm. β–hill climbing [19] is the simplest form 
of the local search-based methods that use an intelligent stochastic strategy to define systematically different search 
space regions. In β–hill climbing, a new explorative operator called β has been utilized based on an idea inspired by the 

Algorithm 1 pseudo-code of  RF algorithm 
Precondition: A training set S: = (x1, y1)… (𝑥𝑛	+𝑦𝑛), features F 
and number of trees in forest B. 

1. function RANDOMFOREST ( S,F ) 
2.    H          		∅ 
3.    for i ∈ 1……..B do 
4. 										𝑆(")           A bootstrap sample from S 
5. 										ℎ𝑖            RANDOMIZED TREE LEARN(	𝑆(")	, 𝐹)  
6.          H            H ∪	{ℎ"} 
7.     end for  
8.     return H 
9.  end function 
10.Function RANDOMIZED TREE LEARN ( S,F ) 
11.      At each node : 
12.      f          very small subset of F 
13.     Split on best feature in f 
14. return the learned tree 
15. end function 
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uniform mutation operator of the Genetic Algorithm (GA). 

In this search strategy, at each iteration, the search space of the current solution will be defined based on the function N, 
and unbounded search space will be defined based  on the β operator.  

The β -hill climbing starts with a random solution 𝑥 = (𝑥4, 𝑥8 … . 𝑥�). It generates a new solution iteratively		𝑥� =
(𝑥4� , 𝑥8	� , … 𝑥�� ) based on two operators: neighborhood navigation (i.e., N-operator) and β operator.  

The function improving (N(x)) is used with the 'random walk' acceptance rule in the N-operator stage, where a random 
neighboring solution of the solution x is adopted in each iteration as follows:  

𝑥"� = 𝑥" ± U(0,1) × bw		∃! ∈ [1, N]														          (7) 

Note that i is randomly selected from the dimensionality range,𝑖 ∈ [1,2, … . . 𝑁].The bandwidth between the current and 
new values is specified by the parameter bw. 

In β operator stage, the variables of the new solution are assigned values based on the existing values of the current 
solution or randomly from the available range with a probability of β where β ∈ [0,1] as follows: 

X1� ← 		 �
x�			𝑟𝑛𝑑 ≤ β

			x"			otherwise	
															           (8) 

where 𝑥�	 ∈ 	 𝑥" is the possible range for the decision variable 𝑥"�	 and rnd generates a uniform random number between 0 
and 1.   

Two operators achieve the convergence toward the optimal solution in the β-hill climbing: neighborhood navigation (N 
operator) and β-operator. The N-operator navigates the neighboring solutions of the current one and randomly selects 
one with a better objective value. In β-operator, the convergence can be achieved by constructing a controlled portion of 
the current solution, and therefore, the convergence rate could be accelerated. The β-operator can be the source of 
exploration, while the N-operator can be considered the source of exploitation. In terms of search space navigation, β-
operator climbing is able to jump from one search space region to another using β-operator, which can be thought of as 
a source of exploration. Figure 2 illustrates the flowchart of β-hill climbing. 

 
Fig. 2: Flowchart of β-hill climbing 

Initialize parameters 

Initialize initial 
solution(x) 

calculate f(x) 

  stop? 𝑥� = 𝑖𝑚𝑝𝑟𝑜𝑣𝑒	(𝑁(𝑥)) 

𝑖 = 1 

i =N ? 

rnd < β 

𝑥" = 𝐿𝐵" + (𝑈𝐵" − 𝐿𝐵"	) × 𝑈(0,1) 

𝑖 = 𝑖 + 1 

f(x)<f(𝑥�) 

no yes 

no 

no 

yes 

𝑥 = 𝑥� 

End 

yes 
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Algorithm 2 illustrates the pseudocode of β hill climbing-HGSO 

 
Fig. 3: Flowchart of improved HGSO algorithm 

Algorithm 2 pseudo-code of β hill climbing-HGSO 
1. Initialization: Number of gas particles N and types i, 𝐻𝑗0 . 𝑃𝑖,𝑗0  . 𝐶𝑗0.𝑙1.𝑙2                
       (i=1,....N,j=1...n) Using Eq. (1).Eq. (2). 
2. Divide gas particles into number of gas types (cluster) with the Henry’s constant value (𝐻𝑗). 
3. for t =1: the maximum number of iterations 
4.       Calculate the fitness value of each particle. 
5.       Evaluate the best particle𝑋𝑖𝑏𝑒𝑠𝑡 of each cluster and the best particle  	𝑋=>?@  of all particles according to the fitness value. 
6.       Update henry’s coefficient of each gas type Using Eq. (3). 
7.       Update solubility of each gas particle using Eq. (4). 
8.       Update the positions of gas particles using Eq. (5). 
9.       if t ≤ maximum iterations 
10.          Update the positions of all particles using Eq(8). 
11.       else 
12.          Update the positions of all particles using Eq(7). 
13.       if end 
14.       Rank and select  the number for worst gas particles using Eq. (6). 
15.       Update the positions of worst gas particles using Eq.(1) 
16.       t = t+1. 
17. for end 
18. return best gas particles 𝑋𝑏𝑒𝑠𝑡. and its Fitness value 

Start 

Initialize the population and various parameters of  HGSO 

Divide all particles into N clusters 

Calculate the fitness value of each particle. 

Find the best gas particle in each cluster and the best particle in all populations according to the fitness value 

Calculate the Henry coefficient of each cluster and the solubility of each particle 

Particles update position according to Eq.(5) 

   if t ≤  max_itr no 

yes Update the positions of all particles using Eq(7). 
 

Update the positions of all particles using Eq(8). 
 

Reset the position of the worst agents in the population 

 no 
if  t > max_itr 

yes 

End 
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4.2 Classification 

After completing the improved HGSO process, only the features with values corresponding to one's in  𝑥=>?@  are 
retained in the original data. A holdout strategy was used for classification, as the dataset was randomly divided into a 
training set (80%) and a testing set (20%). The RF (estimators = 50) algorithm evaluates accuracy using a testing set. It 
is worth noting that the experiment was repeated 30 times in order to obtain meaningful results. The following figure 
depicts the prediction model's framework. 

 
Fig. 4: the prediction model's framework 

4.3. Computational complexity  

Note that the time needed to use β-hill climbing to solve any optimization problem depends on the complexity of the 
objective function and the number of iterations needed to converge. Therefore, unlike other algorithmic solutions built 
for classic problems like sorting or searching, the time complexity of this type of problem cannot be easily measured in 
advance. Therefore, the time complexity of the proposed algorithm cannot be generalized. 

5. Experimental results and analysis  

This section highlights the experiments carried out on the proposed HGSO algorithm to validate its efficiency. 
Parameter settings, datasets used, and performance measures to validate the proposed algorithm are illustrated in this 
section. 

5.1. Dataset description  

In this study, the 5-year American Community Survey data is used to verify the performance of the proposed method. 
The ACS is a continuing, obligatory survey by the United States Census Bureau. The available data on ACS is called 
‘PUMS’, or ‘Public Use Microsample Data’. 

In this paper, the biggest 5-year PUMS set (concerning years 2015-2019) is used for modelling. The dataset is freely 
accessible through the US Census portal ‘www.census.gov’. 

Table 1: description of the dataset 
Number of features Number of instances Number of classes 

22 100000 2 

5.2 Performance metrics 

In this study, to evaluate the proposed (βHC-HGSO) performance, the algorithm was executed 30 times to increase the 
statistical significance of the empirical results. For this purpose, some main performance metrics in the FS problem are 
used as follows: 

• Average accuracy (AVG¨©©): The accuracy metric is the correct rate of data classification. Equation (9) calculates 
the average classification accuracy (AVG¨©©) obtained by running the algorithm independently 30 times. 

𝐴𝑉𝐺¨©© = 		
4
­

4
®s
∑ ∑ (C°	±±	L°		

®s
°±4

­
³A4 )																							         (9) 
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Where M equals the number of runs, Ns represents the size of samples in the test dataset; C°		and L°		 denote the 
classifier output label and the reference class label for sample r, respectively. 

• Average fitness value (AVG´"@): This metric evaluates algorithm performance by measuring the average fitness 
value obtained by executing the proposed algorithm independently 30 times, which defines the relationship 
between minimizing the classification error rate and reducing the number of selected features, as shown in 
Equation (8). The best value is represented by the lower value, as shown in Equation (10). 

AVG´"@ =
4
µ
∑ 𝐹𝑖𝑡∗·µ
·±4 														                       (10) 

Where M equals the number of runs and 𝐹𝑖𝑡∗· represents the optimal fitness value obtained from 𝐾@¹	run. 

• Average size of selected features (𝐴𝑉𝐺?"º>): This represents the average size (or the feature selection ratio) of the 
selected features as in Equation (11). 

𝐴𝑉𝐺?"º> = 		
4
­
∑ d∗³­
³±4 																								                      (11) 

Using Equation (12), we can calculate the overall selection ratio, which corresponds to the ratio between the size of the 
selected features d and the total size of features D in the original dataset. 

Overall¾f¿fÀ]ÁÂ]1Ã		 =
4
­
∑ Ä∗Å

Æ
																	­

³±4                       (12) 

Where 𝑑∗· is the number of selected features in the best solution for		𝐾@¹	run, and D the total number of features in the 
original dataset. 

• Standard deviation (STD): As for the aforementioned results, the final average results obtained in the 30 
independent runs for each algorithm are evaluated in terms of stability as shown in Equation (13). 

STDÉ = Ê4
­
∑ (γ∗O³­
³A4 AVGÉ		)				 (13)	

Where 𝛾		denotes the metric to be measured, 𝛾∗·		the value of the metric 𝛾 in the		𝑘@¹		run, and 𝐴𝑉𝐺Í represents the 
average of the metric over the 30 independent runs. Note that the 𝑆𝑇𝐷Í is calculated for all measures: Accuracy, fitness 
and number of selected features. 

5.3 The performance of βHC-HGSO for RF   

The following experiments were carried out to validate the efficiency of the improved HGSO algorithm. These 
experiments focus on realizing a comparison between βHC-HGSO and HGSO with random forest classifier. 

Table 2: accuracy comparison of βHC-HGSO for RF and HGSO-based RF Classifier 

model accuracy 
best worst mean SD 

βHC-HGSO with RF 0.9176 0.9137 0.9156 0.0019 
HGSO with RF 0.8934 0.8832 0.8883 0.0061 

 
Fig. 5: accuracy comparison of βHC-HGSO for RF and HGSO with RF Classifier 
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Table 3: fitness comparison of βHC-HGSO for RF and HGSO-based RF Classifier 

model fitness 
best worst mean SD 

βHC-HGSO with RF 0.0874 0.0940 0.0907 0.0047 
HGSO with RF 0.1540 0.1911 0.1750 0.0141 

 
Fig. 6: fitness comparison of βHC-HGSO for RF and HGSO with RF Classifier 

Table 4: feature size comparison of βHC-HGSO for RF and HGSO with RF Classifier 

model Feature size 
best worst mean SD 

βHC-HGSO with RF 13 19 14.2 3.969 
HGSO with RF 12 15 12.6 1.356 

6. Conclusion 

In this paper, I propose an improved henry gas optimization algorithm with β-Hill climbing (βHC-HGSO). When 
compared to other methods, βHC-HGSO performed the search more consistently. HGSO's exploration and exploitation 
strategies are well implemented because they perform equally well on datasets of varying dimensions, making FS 
problems versatile. βHC-HGSO with RF efficiently achieved an overall accuracy of 91.76%, while HGSO with RF 
achieved an overall accuracy of 89.34%. For significantly large datasets, the βHC-HGSO demonstrated a significant 
advantage. 

7. Recommendations 

The research recommends using improved henry gas optimization algorithm because of its benefits as The 
dimensionality reduction algorithm's processing capabilities are enhanced, and data redundancy is better reduced, 
thanks to the optimization of its parameters. New evolutionary algorithms that have been developed contribute to the 
emergence of promising new technologies. 
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