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Abstract: In this paper, we present an optimal classifier for beef quality discrimination by a low-cost optical apparatus. 
Detecting beef spoilage in beef factories is a sophisticated process because beef spoilage is a mixture of physical and 
chemical changes. A low-cost Light-Dependent Resistor (LDR), and a light source were used to collect reflection 
spectra during the analysis of beef. The LabVIEW platform was programmed to acquire the obtained data from the 
microcontroller (Arduino) to predict beef quality. For the beef quality discrimination process, un-supervising machine 
learning called Principal Components Analysis (PCA) was used, and the score plot percentage was of the first (F1) and 
second (F2) dimensions of the most variation for forty samples were of 93.98% and 3.38% respectively. Supervised 
Machine Learning (SML) (Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA)) were used also to 
compare with other models of un-supervised machine learning. Optimum classifier was achieved by the classification 
algorithm of SVM that can represent 95.75% of the whole data. 

Keywords: Non-destructive beef quality analysis, machine learning models, classification models, Support Vector 
Machine. 

 
1 Introduction 

The beef industry has recently become widespread, that represented in the storage processes by [1, 2], freezing [3-10] 
and drying [7, 11-13]. The beef quality problems in the production lines are in color, smell and texture, so beef industry 
professionals are concerned to obtain the highest quality when they reach to consumer. The old traditional methods of 
detecting beef spoilage have become inappropriate and inaccurate. In recent times, the spread of modern non-
destructive technologies in food industry has increased, such as computer vision [14-20] , spectroscopy [21-23], 
electronic nose [24-27], imaging [8, 9, 11, 28-40] and hyperspectral  [30]. But despite these previous measures are 
accurate and non-destructive techniques, they are very expensive. In recent times, technological intervention has 
increased, which includes artificial intelligence, in many food industries, as the machine has become a substitute for 
humans in many tasks such as classification, object recognition and computer vision [41, 42] Artificial intelligence 
includes two main concepts, the neural network and deep learning, as thanks to the development in artificial 
intelligence, the machine has become able to learn by simulating human thinking and analyzing a huge amount of data 
[43]. The effect of using artificial intelligence and image processing on many industries, including the food industry, 
such as identifying food quality and classifying it [44-46]. Machine learning is divided into two types: first, supervised 
machine learning, which contains inputs through which outputs is predicted. Secondly, learning without supervision is 
used when data is not disaggregated for training used to describe its hidden structures from unclassified data [47-49]. 
Support Vector Machine (SVM) system is a type of artificial intelligence science; it is a method of learning under 
supervision. SVM is used for regression analysis and classification, such as the classification of image faces and hand 
gesture recognition [50]. The idea of SVM is based on classification of the data with an imaginary line and that there is 
a barrier separating the points and each other. This barrier is called optimal hyper-plane [51-53]. The nearest distance 
between two different points is called the maximum margin, where the location and the boundary of the barrier are 
determined by accurate calculations, and the line that represents the end of each part is called the support vector [54]. 
The speed of classification by SVM is large and the separator type is non-linear due to the presence of non-overlapping 
distances. More than one type of function can be used such as sigmoid and tanh function [55]. There are several types of 
SVM such as kernel, power, and redial basic function. The kernel similarity function is used in prediction to compare 
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values given with the existing values [56]. There are two types of Kernels, such as Linear Kernels and Gaussian Kernel. 
The approach or distance of specific point from rest of points in the system is calculated through the similarity function 
called Gaussian Kernel [57]. The idea of Linear Discriminant Analysis (LDA) is based on Fisher’s distinction, which is 
a statistical method that performs classification process by finding a linear group or combination of features to 
distinguish among two or more classes of existing data [58]. The analysis of LDA depends on the Analysis of Variance 
(ANOVA) and regression analysis, by finding the dependent variable as a linear group of a set of extra characteristics or 
data. However, the analysis of variance depends on independent variables and dependent variables while LDA depends 
on independent variables and a class dependent variable such as, the class name [59-61]. Logistic regression and 
regression with unit probability are more similar to LDA than to analysis of variance, as they share in classification of 
the dependent variable by values of the independent variable. The two methods of logistic regression and regression are 
more common, as it is not acceptable to assume that the independent variables follow a normal distribution, and it is a 
basic assumption for the method of analysis of linear discrimination [62, 63]. LDA is also closely related to the 
principal component analysis and factor analysis as they search for linear structures of variables that better illustrate the 
data [64]. LDA tries to distinguish among data categories by knowing the differences between sets of data and the 
correspondences, so it ultimately classifies the data [65, 66]. LDA also differs from the factor analysis in that it is not a 
correlation method, as it is necessary to separate the independent and dependent variables [38]. Principal Components 
Analysis (PCA) is a method for analyzing data by reducing dimensions [67, 68]. PCA is a type of education the 
machine without supervision means it is a learning that results from having data without its correct readings [69]. One 
of the most common types of learning without supervision is cluster analysis [70, 71]. The analysis of PCA is an 
arithmetic operation that aims to reduce points from the best fit line by reducing data, and as a result of this, the distance 
between data increases, the variance increases and data can be classified faster and better. The condition of data 
reduction is that the data are related to each other. In the present study, the classification process was performed 
depending on frequencies of the colors resulting from Red, Green, and Blue (RGB) color sensor and reflection of 
spectra resulting from the interaction between light and the samples. In order to reduce and represent data dimensions, 
Principal Components Analysis was used as a model for unsupervised learning. SVM and LDA were used as a model 
for supervised machine learning. Therefore, this investigation is tried to find an optimum machine learning classifier 
suitable for low-cost optical device to measure the quality of beef without destruction. 

2 Materials and Methods 
2.1 Reference Measurement 

The beef piece was brought four hours after the slaughtering process, and then it was divided into forty samples with a 
thickness of 0.5mm. The samples were manually divided into two groups. The calibration and validation groups consist 
of twenty-six samples and sixteenth samples, respectively. After that, the samples were placed in plastic bags sterilized 
in the refrigerator at a temperature of 4°C for the physical and chemical analysis process over ten days. The protein 
content of samples was measured using the Kjeldahl method at the laboratories of Food Technology Department, 
Faculty of Agriculture, Kafr elsheikh University, Egypt in January 2020. The mean of protein value and standard 
deviation of beef samples was 25.25 ± 1.87mg protein/g beef. 

3 Low-cost Beef Spoilage Sensing Unit 
3.1 Data Acquisition System  

Figure 1 shows data acquisition system of beef samples. The optical characteristics of each beef sample were measured 
by RGB (TCS3200) color sensor and Light-Dependent Resistor (LDR) over storage days. Light source (solar lamp) of 
5W. 

 
Fig. 1: Computer vision and spectrum system 

The specifications of the 12mm LDR were of light resistance of 5-100KΩ and dark resistance of 1-8MΩ. Figure 2 
shows the connection diagram of the LDR to the Arduino board, where the signal terminal of the sensor is connected to 
the analog pin of A0 of the Arduino. 
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Fig. 2: Drawing of LDR hardware system for measuring the light of density 

3.2 Beef Quality Visualization by LabVIEW Platform 

LabVIEW program platform was used to visualize the classification results obtained by the developed classifier. Figure 
3 shows the two panels of the program; (1) Block Diagram (back) panel, that provides the developer with a graphical 
code for programming, and (2) Front Panel which affords and represents the acquired data, and discrimination results of 
beef quality (Healthy or Rancid).  

3.3 Data Receiving and Analyzing System  

Once the microcontroller of Arduino has acquired the data from the sensors of RGB and LDR, then the microcontroller 
can transmit these data to the personal computer prepared with LabVIEW, 2013 software. The interface of LabVIEW 
program consists of Block Diagram, Front Panel, and connector pane. The Front Panel includes controls and indicators. 
Block Diagram is containing the graphical source code. Hence any object on the front panel appears as a terminal on the 
Block Diagram [72]. Virtual Instrument Software Architecture (VISA) resource name control was used to specify the 
resources to which a (VISA) session can be opened and to maintain the session and class. The data can be transferred 
through USB/Serial. The data transfer rate (baud rate) was 115 200baud/second. Reflection spectra values were sent by 
Arduino interface to the software constructed by LabVIEW package and control software programming platform. 

3.4 Support Vector Machine  

Linear support vector machine was used to classify quality of beef (healthy and rancid). Hyperplane and hard margins 
were calculated through the following equation [73, 74]: 

𝑤""⃗ 	=	𝛴& 	𝑦&	𝛼&	𝑥*	""""⃗              (1) 

𝑤.""""⃗  𝑥*	""""⃗ - b= 0,             (2) 
𝑤.""""⃗  𝑥*	""""⃗ - b≥ 1  if  𝑦& =1            (3) 
or 
𝑤.""""⃗  𝑥*	""""⃗ - b≤ -1  if  𝑦& = -1           (4) 

Where 𝑤""⃗  is the normal vector, 𝑥*	""""⃗  is dimensional real vector, where 𝑦& are either 1 or −1, each indicating the class to 
which the point x/	""""⃗ belongs, b is bias, and 𝛼& is parameters alpha. 

 
Fig. 3: Beef quality visualization by LabVIEW (a) programing panel block diagram, (BD) and (b) Front panel \ data 
representation panel, (FP) 
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Fig. 4: Acquired data processing flowchart for optimum classifier determination 

3.5 Mathematical Approach of LDA 

Linear Discrimination Analysis works successfully when the independent variables measures are related to categorical 
dependent variables.  The linear discrimination analysis method is considered the best in the classification process when 
dealing with categorical independent variables. Two natural distributions with an arithmetic mean and a coefficient of 
variation represent the classes of rancid and healthy beef. According to this hypothesis, the best solution for Bayes is to 
classify points for the first or second category  [75]. If the logarithm of the likelihood ratio is greater than the intensity 
of the threshold (Equation 5), so that can be classified as out: 

(𝑥⃗ − 𝜇3""""⃗ )5 ∑ (𝑥⃗ − 𝜇3""""⃗ )78
3 +ln |𝛴3|−(𝑥 − 𝜇8""""⃗ )5 ∑ (𝑥⃗ − 𝜇8""""⃗ )78

8  ln |𝛴8| > 𝑇       (5) 

LDA assumes simplicity equal to variance (for example that the coefficients of variants of the two classes are identical, 
therefore (𝛴8 = 𝛴3  = Σ), and that the coefficients of variance have a complete degree. In this case, several algebraic 
amounts can be omitted from the equations: 

𝑥5 ∑ 𝑥⃗78
3 =𝑥⃗5 ∑ 𝑥78

8             (6) 

For some threshold constant c, where: 

𝑤""⃗ =𝛴78(𝜇8""""⃗ − 𝜇3""""⃗ )             (7) 

C =	8
<
 (T-𝜇3""""⃗

5 ∑ 𝜇3""""⃗78
3 +𝜇8""""⃗

5 ∑ 𝜇8""""⃗78
8 )           (8) 

𝑤""⃗ .	𝑥""⃗ >c              (9) 

Where	𝜇8,	𝜇3 are mean; 𝛴8, 𝛴3 are covariances; T is thresholding; 𝑥⃗ is obserivation set; w"""⃗  is the normal vector to the 
discriminant hyperplane; and c is border line. 

3.6 Principal Components Analysis 

Eigenvector is a matrix column that expresses contrast or correlation to determine the degree of PCA through the 
following equation [76]. 

R = V D V'                         (10) 

Where R is correlation matrix, V' eigenvector matrix, and D is diagonal matrix of eigenvalues.  Eigenvalues represent 
the variables in the correlation or contrast matrix and are calculated from the following equation: 

Z = V Y                         (11) 

Where z is matrix of principal components scores (n × m), Y is standardized data matrix (n × p) used with the 
correlation matrix method, V is matrix of eigenvectors (p × m), and n, p, and m are number of row and column of the 
matrix. The variance values for the variables are calculated by the following equation: 
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Where ʎ𝒌the eigenvalue, and b is the number of variables. The Mahalanobis measures the distance between the points 
of the variables to the central mean by the following equation: 

𝑌&=F((𝑌& − Ȳ)𝑆78(𝑌& − Ȳ))                        (13) 

Where 𝑌& data value vector at row i, and	Ȳ is mean vector. S-1 inverse of the covariance matrix, p is the number of 
variables, n is the number of Non-missing rows. 

4 Results and Discussion  

4.1 Classification Process with SVM 

Linear Kernel Support Vector Machine (SVM) model was used to classify data samples. The samples were divided into 
calibration set and validation set. SVM was built upon frequencies data acquired by the RGB color sensor and reflection 
of spectra during storage days. Table 1 indicates the classifier characteristics which can classify rancid and healthy 
samples of beef (rancid was the positive class). There were twenty four classifiers out of which twelve support vectors 
have been identified; the bias was of -1.395. 

Table 1: Classifier for classes (rancid and healthy) beef 
Positive class Rancid 
Number of observations in the training set 24.000 
Bias -1.395 
Number of support vectors 12.000 

The whole list of the twelve support vectors associated with their alpha coefficient and the output class values (positive 
or negative) was listed in Table 2. Composed with the bias value of the Table 1, this information is sufficient to fully 
describe the optimum classifier. Table 3 indicates the total classification percentage for the calibration set was of 
95.83% and the validation set was of 93.75%. 

Table 2:  List of support vector machine 
quality alpha Reflection Blue Green Red 
-1 0.324 0.520 0.375 0.363 0.582 
-1 1.000 0.391 0.462 0.323 0.549 
-1 1.000 0.262 0.278 0.254 0.220 
-1 1.000 0.293 0.280 0.209 0.412 
-1 1.000 0.309 0.320 0.266 0.478 
-1 1.000 0.352 0.236 0.182 0.357 
1 0.324 0.066 0.000 0.127 0.115 
1 1.000 0.063 0.077 0.005 0.154 
1 1.000 0.109 0.112 0.072 0.060 
1 1.000 0.121 0.139 0.100 0.093 
1 1.000 0.098 0.084 0.047 0.170 
1 1.000 0.070 0.052 0.002 0.198 

Table 3:  Confusion matrix for calibration and validation sets 
 Calibration set Validation set 

From/to rancid healthy Total % correct Rancid healthy Total % 
correct 

rancid 9 0 9 100.00 1 0 1 100.00 
healthy 1 14 15 93.33 1 14 15 93.33 
Total 10 14 24 95.83 2 14 16 93.75 

4.2 Classifier Determination by LDA Method 

4.2.1 Classes' Relations and Locations  

Table 4 illustrates the mean among classes of the samples. Table 5 indicates the sum of weights, the previous 
probabilities and the logarithms of the determinants for each category that were selected and used in the calculation of 
proposed probabilities. 
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Table 4:  Means by class 
Class \ Variable Reflection Blue Green Red 
rancid  (𝜇3) 97.667 81.500 121.833 166.333 
healthy (𝜇8) 229.611 250.944 318.389 256.833 

Table 5:  Sum of weights, prior probabilities and logarithms of determinants for   each class 
Class Sum of weights Prior probabilities Log (Determinant) 
rancid 6.000 0.250 17.445 
healthy 18.000 0.750 27.579 

Table 6 illustrates Multicolinearity statistics: Displays multiple linearity statistics: This table identifies the variable 
(reflection, red, green, and blue frequencies of the color) responsible for the Multicolinearity among variables. When 
there is a similarity between two variables, the variable causing linear multiplicity will be eliminated. The presence of 
linear multiplicity is determined by the tolerance factor (equal to 1-R²) and the Variance Inflation Factor (VIF). As VIF 
is greater than 10, there is a high probability of multicolinearity. 

Table 6: Multicolinearity statistics 
Statistic Reflection Blue Green Red 
Tolerance 0.049 0.048 0.051 0.101 
VIF 20.432 20.853 19.496 9.870 

4.3 Covariance Matrices of Inter and Intra Classes 

Table 7 demonstrates covariance matrices: Covariance is a measure of the extent of difference or dispersion between 
two variables, and it is a matrix consisting of two elements X and Y. The covariance may be positive or negative 
covariance, and when the two variables are equal, the variance becomes covariance. The covariance matrix may be 
between classes (inter-class) or within each layer of a single class (intra-class). 

Table 7: Total covariance matrix 
 Reflection Blue Green Red 
Reflection 7046.245 8914.359 9689.402 3833.299 
Blue 8914.359 12046.688 12624.848 5118.047 
Green 9689.402 12624.848 14443.761 5656.120 
Red 3833.299 5118.047 5656.120 2502.520 

4.4 Intra-Classes Covariance Matrix Un-equality Test  

The equality of the covariance matrices within a layer (Intra-classes) is determined by the Box test. There are two tests, 
one based on the Chi-square distribution, and the other on the Fisher distribution. In the box test (asymptotic 
approximation of Chi square), since the resulting P-value is less than the level of significance alpha = 0.05, the null 
hypothesis H0 that assumes the mean vectors of the two classes are equal, must be rejected, and the alternative can be 
acceptable to the hypothesis Ha that assumes that one of the two classes is different from the other class. The same 
results are achieved by the Box test (Fisher asymptotic F approximation), P-value is less than alpha significance level = 
0.05, as depicted in Table 8. 

Table 8: Box test (Chi-square asymptotic approximation) and Box test (Fisher's F asymptotic approximation) 
Chi-square asymptotic approximation Fisher's F asymptotic approximation 
-2Log(M) 36.565 -2Log(M) 36.565 
Chi-square (Observed value) 25.383 F (Observed value) 2.445 
Chi-square (Critical value) 18.307 F (Critical value) 1.855 
Degree of freedom 10 Degree of freedom 1 10 
p-value 0.005 Degree of freedom 2 392 
alpha 0.05 p-value 0.008 
  alpha 0.05 

Table 9 illustrates the distance between classes is defined by Mahalanobis distance taking into account the structure of 
covariance. 

Table 9: Mahalanobis distance 
class rancid beef healthy beef 
rancid beef 0 10.274 
healthy beef 10.274 0 
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4.5 Classes Mean Vector Un-equality Test  

Wilks' Lambda test (Rao approximation) was used to test the assumption of equality between the two classes (healthy or 
rancid) for beef. When there are only two classes the Wilks' Lambda test is similar to the Fisher test. Wilks' Lambda test 
increases accuracy when there are more than two classes. Since the computed P-value is less than the alpha significance 
level = 0.05, the null hypothesis H0 is rejected, and the alternative hypothesis Ha is accepted, as depicted in Table 10. 

Table 10: Wilks' Lambda test (Rao's approximation) 
Lambda 0.322 
F (Observed value) 9.983 
F (Critical value) 2.895 
Degree of freedom 1 4 
Degree of freedom 2 19 
p-value 0.000 
alpha 0.05 

4.6 Eigenvalue Calculation; Significance Test Between Classes  

Table 11 indicates that the matrix affects the vector, in terms of the magnitude and direction of the vector. The matrix 
affects some vectors in changing their magnitude only or in their orientation only. Also, the matrix affects the 
eigenvector, when multiplied by a specified parameter. The eigenvector is positive, when there is no change in its 
orientation. However, the eigenvector is negative, when a change in its direction and magnitude occurs. This parameter 
is the eigenvalue of the eigenvector. 

Table 11: The associated eigenvalues and the corresponding percentages of discrimination and cumulative 
Item value 
Eigenvalue 2.102 
Discrimination, % 100.000 
Cumulative, % 100.000 

Table 12 illustrates the Bartlett's test on significance of eigenvalues: It also presents the significance test for eigenvalues 
through the computed P-value that is calculated using the Chi-square test. Bartlett's test is based on testing the null 
hypothesis H0 that supposes all eigenvalues are equal to zero. Since the computed P-value is less than the alpha 
significance level = 0.05, one must reject the null hypothesis H0, and accept the alternative hypothesis, Ha. 

Table 12: Bartlett's test for eigenvalue significance 
Item value 
Eigenvalue 2.102 
Bartlett's statistic 22.638 
p-value 0.000 

4.7 Classifier Performance Evaluation Test 

4.7.1 Correlations Relation of Variables 

Table 13 indicates the correlations between variables, which represent in the color frequencies (Red, Green, and Blue) 
and light reflection. It was found that the high correlation factor between the red frequencies, it was 0.972.  

Table 13: Variables correlations 

Variable Correlation 
factor 

Reflection 0.845 
Blue 0.830 
Green 0.879 
Red 0.972 

4.7.2 Total Classification Variables of LDA 

The main objective of LDA is to reach the high classification ratio between two classes (healthy or rancid), through the 
covariance matrix. If they are equal, the classification is linear, and if the covariance matrix is not equal, the 
classification is quadratic. Table 14 indicates the total coefficient of classification using a model LDA for the 
calibration set was of 100% and the validation set was of 91.67%.   
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Table 14: LDA model for classification samples during storage days of beef 
 Calibration set  Validation set 
From/to rancid healthy Total %correct rancid healthy Total %correct 
rancid 4 0 4 100.00 6 0 6 100.00 
healthy 0 12 12 100.00 2 16 18 88.89 
Total 4 12 16 100.00 8 16 24 91.67 

4.7.3 Dimensional Reduction by PCA 

The main objective of PCA is to obtain a smaller set of linear grouping by summarizing a set of variables, and reducing 
dimensions in order to, speed up the data processing process. Table 15 demonstrates the correlation coefficient between 
variables that represent the color frequencies and the reflection spectra of the samples (Red, Green, Blue, and 
Reflection), respectively. 

Table 15: Correlation matrix (Pearson (n)) 
Variable Reflection Blue Green Red 
Reflection 1 0.927 0.921 0.865 
Blue 0.927 1 0.961 0.919 
Green 0.921 0.961 1 0.923 
Red 0.865 0.919 0.923 1 

Values listed in Table 15, are different from 0 with a significance level alpha=0.05. The next Table 16 and the 
corresponding chart, Figure 5, are related to a mathematical object, the eigenvalues, which reflect the quality of the 
projection from the N-dimensional initial table to a lower number of dimensions. 

Table 16: Eigenvalues 
Item F1 F2 F3 F4 
Eigenvalue 3.759 0.135 0.067 0.038 
Variability, % 93.978 3.376 1.684 0.962 
Cumulative, % 93.978 97.354 99.038 100.000 

Figure 5 shows the correlation circle (below on axes F1 and F2) among the discrimination variables of reflectance 
spectrum and frequencies of RGB color sensor. The new spatial dimensions can represent 97.35% of the whole 
discrimination of beef samples. The discrimination variables on the correlation circle are most related to the dimension 
of F1 of 93.98%. A PCA bi-plot shows the values of the variables (points) and their direction of the variables (vectors). 
The angle values between vectors also indicate the extent to which variables are related to each other: acute angle 
indicates positive correlation, large angle indicates negative correlation, and 90-degree angle indicates no correlation 
between two variables. A scree plot chart shows the amount of variance that each major component of the data captures. 
Figure 6 shows the low angle between the blue and green frequency, so the correlation between them was positive and 
strong.  The arrows contain the information on loadings or represent the vectors of the variables. The length of the 
variables vector illustrates how well the variables are represented by the graph with a perfect fit. The length of the stock 
is directly proportional to the variance of the data, so the shortest arrows are the frequency of the blue and green colors, 
which indicates a decrease in the variance and an increase in the data correlation. 

 
Fig. 5: Correlation circle of discrimination variables 
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Fig. 6: Biplots representation of observations (healthy and rancid beef) and variables (Red, Green, Blue and 
Reflectance) on the new dimensional space 

Table 17 illustrates Values in F1 match for each variable to the factor for which the squared cosine is the largest. 

Table 17: Squared cosines of the variables at the new dimensional space of F1, F2, F3, F4 
Variables F1 F2 F3 F4 
Reflection 0.917 0.065 0.019 0.000 
Blue 0.965 0.000 0.015 0.020 
Green 0.964 0.000 0.017 0.019 
Red 0.914 0.070 0.016 0.000 

5 Conclusions 

The quality of beef samples was classified into two categories, healthy and rancid, using two models of Support Vector 
Machine and Linear Discrimination Analysis. The total classification percentage for Support Vector Machine model for 
the calibration set was of 95.83% and the validation set was of 93.75%. The total coefficient of classification for Linear 
Discrimination Analysis model for the calibration set was of 100% and the validation set was of 91.67%. To reduce data 
representation dimensions, Principal Component Analysis was used and the score plot percentage of (F1 & F2) of forty 
samples were of 93.98% and 3.38%, respectively. Therefore, the quality of beef can be predicted by Support Vector 
Machine was the best classifier model that represents 95.75% from the whole data. 
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