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Abstract: Phishing is a cybercrime that is constantly increasing in the recent years due to the increased use of the Internet
and its applications. It is one of the most common types of social engineering that aims to disclose or steel users sensitive
or personal information. In this paper, two main objectives are considered. The first is to identify the best classifier that can
detect phishing among twenty-four different classifiers that represent six learning strategies. The second objective aims to
identify the best feature selection method for websites phishing datasets. Using two datasets that are related to Phishing
with different characteristics and considering eight evaluation metrics, the results revealed the superiority of
RandomForest, FilteredClassifier, and J-48 classifiers in detecting phishing websites. Also, InfoGainAttributeEval method
showed the best performance among the four considered feature selection methods.
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1 Introduction

Internet applications, cloud computing, and mobile computing have gained a tremendous momentum during this century [1, 2],
making them important pillars of remarkable businesses that control the markets, with billions of users and devices that connect with
each other to dominate the economy, and to create new, non-traditional business, investment, and employment opportunities.
Consequently, the world is witnessing a pervasive increase access to e-commerce, on-line banking, and digital and social media[3],
which proportionally increased phishing attacks accordingly [4].

Phishing attacks are social engineering crimes [5] in which users receive scam e-mails asking them to provide their credentials to a
trust-worthy entity, which turns out to be a bad actor who disguised that trust-worthy entity to steal users’ financial or personal
information [6]. More than million phishing attacks have been recorded and observed in the last 3 months of 2022 according to the
Anti-Phishing Work Group (APWG). The APWG numbers show that more than 23% of those attacks were against the financial
sector.

In fact, phishing attacks represent more than 50% of all cybercrimes that target users [7]. Therefore, those attacks are of a high risk
to several crucial modern sectors such as banks, payment systems, financial, webmail, and cloud storage [8]. The Federal Bureau of
Investigation (FBI) categorizes business e-mail compromise (BEC) as “the most financially damaging online crimes”, since they
target businesses [9]. According to the APWG, BEC continued to be troublesome with a 0.59% increase compared to the second
quarter of 2022.

Phishing detection techniques can be categorized into two main categories. The first is referred to as user awareness, which aims at
training the users to identify e-mails as phishing or non-phishing. The second approach is referred to as software detection, which
incorporates the use of blacklists, heuristics, visual similarity, and machine learning (ML) to detect phishing [10].

Machine Learning is a significant branch of computer science and artificial intelligence (Al) that attempts to imitate humans
learning to gain significant hidden knowledge from data and use specific algorithms[11]. Practically, ML has been utilized in several
domains such as medical diagnosis|12], malware prediction[ 3], weather forecasting[ 14], fraud detection[15], scene classification
[16, 17, 18] and several other domains.

Practically, traditional methods to protect computer networks, systems, and users and to prevent attacks and intrusions are become
less effective, due to the increasing number of cyberattacks as well as the changing nature of attacks that makes it harder for those
traditional protection systems to function as desired [19].

In this context, this paper aims to contribute to the global effort of fighting phishing through utilizing the high capabilities of
machine learning techniques in predicting phishing websites.

Two main objectives are considered in this paper. The first objective aims to identify the best classifier in predicting phishing
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website. To achieve this objective, twenty-four different classifiers that belong to six well-known learning strategies have been
selected for evaluation. The evaluation phase considers eight different popular metrics such as Accuracy, Precision, Recall, F-score,
and several other metrics. Regarding this objective, another implicit objective is being considered. That is, to identify the best
learning strategy among the six considered strategies and use four evaluation metrics: Accuracy, True Positive (TP), F-score, and
ROC (Receiver Operating Characteristics) metrics.

The second objective considered in this paper is the identification of the best feature selection method to be used in the prediction of
website phishing. To accomplish this task, four popular feature selection methods have been evaluated and compared using same
classifiers in the first objective with respect to three evaluation metrics, namely, Accuracy, Precision, and Recall.

The rest of the paper is organized as follows: Section 2 surveys the most recent literature in the domain of utilizing ML techniques
in phishing. Section 3 presents the methodology, results, and discussion. Section 4 concludes and suggests future directions.

2 Related Work

Jain and Gupta [20] introduced a ML-based approach to detect phishing attacks. The approach checks all hyperlinks in a website,
analyses those links, and uses a logistic regression (LR) classifier to identify phishing websites. The approach utilizes features
selection as an important step that aims to increase the prediction accuracy of the ML model that identifies phishing website based
on 12 features. Accordingly, a website is either classified as phishing or legitimate. The approach achieved 98.42% accuracy, 98.8%
precision, and 98.59% f1 score.

Random Forest classifier (RF) achieved 98.11% accuracy in the work that was conducted by Almseidin et al [21] to detect phishing
using ML. The work was conducted on a dataset that contains 10 thousand phishing and legitimate Webpages that are divided
evenly in the dataset. The dataset consists of 48 features; from which, only 20 were selected in the feature selection process. The
work concluded that feature selection contributed to improving the accuracy of the detection approach.

Rashid et al. [22] proposed an approach to detect phishing Webpages using ML. Principal component analysis (PCA) was used as a
feature selection approach to select the most appropriate features form the dataset that was already collected. The results showed
that the support vector machine (SVM) classifier was the best in terms of accuracy which was 95.66%. The importance of using
feature selection alongside the classification approach was also highlighted. Practically, PCA selected 5 features for the SVM
classifier, and the result was an improved accuracy that surpassed the accuracies of the remaining approaches.

The performances of several ML approaches were compared by Gandotra and Gupta [23using a 30-feature dataset that contains
nearly 5000 phishing Webpages and around 6000 legitimate Webpages. The authors concluded that ML-based phishing detection
models can be built faster when feature selection is used and, in the same time, the accuracy of the model is maintained. Their
results showed that the random forest classifier (RF) achieved the best accuracy with or without using feature selection.

Lexical analysis of URLs was also used in conjunction with ML to detect phishing. The technique, which was introduced by
Abutaha et al. [24], was proposed to be utilized as a web browser plug-in that alerts the users when they try to reach a webpage by
analyzing the URL of that webpage. The technique was experimented on a dataset that contains more than a million of phishing and
legitimate URLs. Initially, the technique extracts 22 features, which were then reduced to 10 selected features. The results showed
that the SVM classifier achieved 99.89% accuracy that outperformed the other three classifiers, namely, RF, gradient boosting
classifier (GBC), and neural network.

A framework to reduce the number of features was proposed by Wei and Sekiya [25]. The main target of their work was to find the
minimal set of features while maintaining the phishing detection accuracy. In the beginning, 11 ML algorithms were compared, then
RF was selected in terms of performance. It was concluded that only 14 features can be selected from the dataset that consists of 111
features while still achieving 97% accuracy. As a result, accuracy was not the only contribution of feature selection, memory usage
was optimized, and the training time of the model was reduced.

The capabilities of seven ML approaches to detect phishing attacks were compared using three datasets by Mughaid et al. [26]. The
first dataset is imbalanced and contains more than half a million instances 98% of which are legitimate and consists of 22 features.
Nearly 17 thousand instances were selected from the dataset to extract a subset of almost evenly distributed phishing and legitimate
instances. The accuracy of all the seven approaches was relatively low, where the boosted decision tree (BDT) achieved only 8§9%.
The second dataset consists of 50 features and contains 10 thousand instances that are evenly distributed between phishing and
legitimate instances. The best accuracy achieved when running the seven approaches on the second dataset was 100% from the
BDT. The third dataset consists of 2500 ham and 500 spam emails, i.e., this dataset is with text features only. Averaged perceptron
and neural network achieved the best accuracy this time with 99.7%.

The focus in the work of Yadav and Panda [27] was on extracting the features from a dataset that contains 1500 spam and ham e-
mails. In the preprocessing phase, the e-mails were pared, and stemming, stop word elimination, and tokenization techniques were
carried out. Then, feature selection resulted in 15 features that were selected and fed to the ML techniques, that showed the
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superiority of the RF approach over DT and LR with more than 99% accuracy.

3 Research Methodology

In this section, the datasets, the methodology, the analysis of the 24 classifiers and the four feature selection methods are presented.
Section 3.1 provides description for the two website phishing datasets that are used in this paper. Section 3.2 introduces the
methodology, while Section 3.3 identifies the best classifiers. Section 3.4 evaluates and identifies the best feature selection method
among four well-known methods. Section 3.5 discusses the main finding.

3.1 Description of Datasets

Two datasets are considered in this paper. The first dataset represents a binary classification dataset. It consists of 30 integer features
with majority of these features are binary. The number of instances in this dataset is 11055. The second dataset represents a
multiclass dataset with three class labels and consists of 9 integer-type features and 1353 instances. Table 1 lists the characteristics
of both datasets. These datasets could be downloaded from UCI repository.

Table 1. Datasets characteristic

Name Instances Features No. of Classes Ref.

Datasetl 11055 30 2 [28]

Dataset2 1353 9 3 [29]
3.2 Methodology

Figure 1 depicts the methodology that is followed in this paper. The first step is the data collection step, where two website phishing
datasets are collected and downloaded from UCI repository. More information regarding the considered datasets are provided in the
following subsection. The second step is the pre-processing step which aims to prepare data for analysis through applying several
tasks such as data cleaning, handling missing data, data reduction and several other tasks. It is noteworthy that the datasets that are
used in this paper are well-formatted and do not need any pre-processing efforts.

The third step is the core of this paper which aims to identify the most appropriate classifier to use with website phishing datasets.
This step considers several evaluation metrics such as Accuracy, True Positive (TP) ratio, False Positive (FP) ratio, Precision,
Recall, and several other metrics as described in Section 3.3. Moreover, this step considers 24 different classifiers that belong to six
well-known learning strategies. More description regarding these classifiers could be found also in Section 3.3.

The next step aims to identify the most appropriate feature selection method to use with website phishing datasets. This step
considers four well-known feature selection methods which have been compared and evaluated based on three evaluation metrics,
namely, Accuracy, Precision, and Recall. The final step is the discussion.

Data Pre-processing Training
Collection Step :> Classifiers

Results and Feature Selection
Discussion <: Step

Fig. 1. Research methodology

3.3 Identifying the Best Classifier

In order to identify the best classifier that can effectively handle the considered datasets, 24 different classifiers that belong to six
learning strategies have been evaluated and compared. These classifiers are categorized as follows:

e BayesNet [30], NaiveBayes [31], and NaiveBayesUpdateable [31] from Bayes learning strategy.

e Functions learning strategy is represented by four classifiers, namely, Logistic [32], MultilayerPerceptron [33], SimpleLogistic
[34], and SMO [35].

e  The lazy learning strategy is represented through IBK [36], KStar [37], and LWL classifiers [38].
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e The meta learning strategy is represented by five classifiers, namely, AdaBoostM1[39], FilteredClassifier [33], LogitBoost [40],
MultiClassClassifier [33], and RandomCommittee [33].

e Four classifiers are used to represent the rules learning strategy, namely, DecisionTable [41], JRip [42], PART [43], and ZeroR
[33].

e Finally, the trees’ learning strategy is represented by five classifiers, namely, DecisionStump [33], J-48 [44], LMT [33],
RandomForest [45], and RandomTree [33].

All of these classifiers have been used with their default implementations in Waikato Evolutionary Knowledge Analysis (WEKA)
which is a data mining studio that contains a collection of algorithms and tools that are used in the data analysis [33].

The evaluation phase of the 24 classifiers considers eight metrics, namely, Accuracy, TP rate, FP rate, Precision, Recall, F1-score,
Matthews Correlation Coefficient (MCC), and Receiver Operating Characteristics (ROC)area. More information regarding these
metrics could be found in [46]. These metrics are computed using the following equations:

2 _ TP+ TN (D)
WAy = TP Y TN+ FP +FN
TP )
TP rate = TP-l——FIV
FP 3)
FP rate = m
. TP “4)
Precision = m
TP S)
Recall = TP+—F1V
Precison X Recall (6)

F, — =2X
17 score Precision + Recall

The ROC metric is a graph that evaluates the performance of the classifier using all thresholds by plotting the FP rate at the x-axis

and the TP rate at the y-axis.

Table 2 lists the performance of the 24 classifiers with the first input dataset. According to Table 2, Both FilteredClassifier from
Meta learning strategy and J48 from Trees learning strategy have the best identical performance on the first dataset in terms of
Accuracy and TP rate.

The same performance metrics for Dataset2 are measured and are listed in Table 3. Random Forest from Trees learning strategy
showed the best results in terms of Accuracy and TP rate with 97.259% and 0.973 respectively. RandomForest is the second-best
classifier on Dataset] in terms of Accuracy and TP rate with a little difference from the best classifiers on Dataset].

It is worth mentioning that for both Accuracy and TP rate, the higher the value, the best the performance of the classifiers.
Therefore, these metrics should always be maximized.

Furthermore, according to Table 2, FilteredClassifier from the Meta learning strategy group of classifiers shows the best predictive
performance on Datasets] in terms of FP rate, 0.070, and Precision, 0.908. Table 3 lists the same performance metrics for Dataset2.
RandomCommittee classifier from meta learning strategy group of classifiers shows the best FP rate, 0.029, while RandomForest
from Trees learning strategy shows the best Precision result, 0.973.

It is worth mentioning that for the FP rate, the lower the value, the best the performance. While for Precision, the higher the value,
the best the performance.

Table 2. Performance of the 24 classifiers using Dataset! as the input dataset

Strategy | Classifier Accurac | TP FP Precisio | Recall | F1 MCC | ROC
BayesNet 84.331 0.843 0.118 | 0.820 0.843 | 0.828 | 0.727 | 0.948
Bayes NaiveBayes 84.109 0.841 0.120 | 0.817 0.841 | 0.825 | 0.722 | 0.948
NaiveBayesUpdateable 84.109 0.841 0.120 | 0.817 0.841 | 0.825 | 0.722 | 0.948
Function | Logistic R 85.735 0.857 | 0.106 | 0.842 0.857 ] 0.847 | 0.755 | 0.962
S MultilayerPerceptron —-L | 88.766 0.888 | 0.085 | 0.888 0.888 | 0.888 | 0.801 | 0.959
SimpleLogistic —1 85.809 0.858 | 0.110 | 0.835 0.858 | 0.841 | 0.752 | 0.961
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SMO —C 86.031 0.860 | 0.109 | 0.843 0.860 | 0.846 | 0.757 | 0.900
IBk K 88.322 0.883 0.085 | 0.884 0.883 | 0.883 | 0.796 | 0.952
Lazy KStar -B 87.805 0.878 | 0.100 | 0.875 0.878 | 0.874 | 0.786 | 0.971
LWL -U 81.744 0.817 | 0.161 | 0.836 0.817 | 0.873 | 0.726 | 0.943
AdaBoostM1 —P 81.744 0.817 | 0.161 | 0.836 0.817 | 0.873 | 0.726 | 0.900
FilteredClassifier —F 90.761 0.908 | 0.070 | 0.908 0.908 | 0.908 | 0.834 | 0.960
Meta LogitBoost —P 85.514 0.855 0.118 | 0.827 0.855 | 0.833 | 0.742 | 0.957
MultiClassClassifier -M | 86.031 0.860 | 0.113 | 0.835 0.860 | 0.839 | 0.752 | 0.957
RandomCommittee —S 89.061 0.891 0.080 | 0.893 0.891 | 0.891 | 0.806 | 0.943
DecisionTable —X 84.479 0.845 0.110 | 0.835 0.845 | 0.839 | 0.737 | 0.954
Rules JRip —F 90.244 0.902 | 0.070 | 0.904 0.902 | 0.903 | 0.826 | 0.933
PART -C 90.022 0.900 | 0.074 | 0.901 0.900 | 0.900 | 0.823 | 0.957
ZeroR 51.885 0.519 | 0.519 | 0.519 0.519 | 0.683 | 0.000 | 0.496
DecisionStump 81.744 0.817 | 0.161 | 0.836 0.817 | 0.873 | 0.726 | 0.818
J48 C 90.761 0.908 | 0.070 | 0.908 0.908 | 0.908 | 0.834 | 0.960
Trees LMT I 89.357 0.894 | 0.079 | 0.894 0.894 | 0.894 | 0.813 | 0.972
RandomForest —P 89.948 0.899 | 0.078 | 0.900 0.899 | 0.900 | 0.821 | 0.969
RandomTree K 87.435 0.874 | 0.092 | 0.877 0.874 | 0.875 | 0.778 | 0.915

Moreover, both FilteredClassifier and J48 show the best results on Dataset] with 0.908 Recall and 0.908 F1-score, as listed in Table
2. For Dataset2, whose performance metrics are recorded in Table 3, RandomForest shows the best performance considering both
Recall and F-score metrics. Both Recall and F1-score metrics should be always maximized.

Based on Table 2, FilteredClassifier and J48 show the best MCC result, 0.834, on Datasetl, while LMT classifier from Trees
learning strategy shows the best ROC Area result, 0.972, on the same dataset.

For Dataset2, RandomCommittee from Meta learning strategy and RandomForest show the best results considering MCC metric,
while KStar shows the best ROC Area result, 0.997, on the same dataset, as listed in Table 3. Both MCC and ROC Area metrics
should be always maximized.

Table 4 summarizes the results in Tables 2 and 3 in order to identify the best classifier that could handle effectively the considered
datasets with respect to the previously mentioned eight metrics. In Table 4, RF refers to RandomForest, FC refers to
FilteredClassifier, RC refers to RandomCommittee, and KS stands for KStar.

Based on Table 4, it can be clearly concluded that FC and J-48 classifiers are the best choices to handle the considered website
phishing datasets. The second-best choice is the RF classifier.

Table 3. Performance of the 24 classifiers using Dataset2 as the input dataset

Strategy Classifier Accuracy TP FP Precision | Recall | F- Mcc | ROC
score Area

BayesNet 92.990 0.930 | 0.075 | 0.93 0.93 0.93 | 0.858 | 0.981

Bayes NaiveBayes 92.981 0.930 | 0.076 | 0.93 0.93 0.93 | 0.858 | 0.981
NaiveBayesUpdateable 92.981 0.930 | 0.076 | 0.93 0.93 0.93 | 0.858 | 0.981

Logistic —R 93.994 0.940 | 0.064 | 0.940 0.940 | 0.940 | 0.878 | 0.987

Functions | MultilayerPerceptron —L | 96.780 0.968 | 0.034 | 0.968 0.968 | 0.968 | 0.935 | 0.995
SimpleLogistic —I 93.876 0.939 | 0.065 | 0.939 0.939 | 0.939 | 0.876 | 0.987

SMO —C 93.804 0.938 | 0.066 | 0.938 0.938 | 0.938 | 0.874 | 0.936

IBk -K 97.178 0.972 1 0.03 | 0.972 0.972 10972 | 0.943 | 0.989

Lazy KStar -B 97.196 0.972 | 0.032 | 0.972 0.972 10972 | 0.943 | 0.997
LWL -U 88.892 0.889 | 0.118 | 0.889 0.889 | 0.889 | 0.774 | 0.974
AdaBoostM1 —P 92.583 0.926 | 0.076 | 0.926 0.926 | 0.926 | 0.85 | 0.981
FilteredClassifier —F 95.875 0.959 | 0.045 | 0.959 0.959 | 0.959 | 0.916 | 0.984

Meta LogitBoost —P 92.736 0.927 | 0.078 | 0.927 0.927 | 0.927 | 0.853 | 0.981
MultiClassClassifier -M | 93.993 0.940 | 0.064 | 0.94 0.94 0.94 | 0.878 | 0.987
RandomCommittee —S 97.241 0.972 | 0.029 | 0.972 0.972 10972 | 0.944 | 0.992

Rules DecisionTable —X 93.242 0.932 | 0.075 | 0.933 0.932 | 0.932 | 0.863 | 0.979
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To get the complete picture, it has been decided to evaluate and identify the best learning strategy to handle the phishing datasets
based on the performance metrics of the classifiers representing these learning strategies. Figures 2-5 depict the Average of the six
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JRip —-F 95.015 0.950 | 0.054 | 0.95 0.95 0.95 |0.899 | 0.961
PART -C 96.761 0.968 | 0.035 | 0.968 0.968 | 0.968 | 0.934 | 0.988
ZeroR 55.694 0.557 | 0.557 | 0.557 0.557 [ 0.715 | 0 0.5
DecisionStump 88.891 0.889 | 0.118 | 0.889 0.889 | 0.889 | 0.774 | 0.882
J48 —C 95.875 0.959 | 0.045 | 0.959 0.959 | 0.959 | 0.916 | 0.984
Trees LMT -1 96.924 0.969 | 0.033 | 0.969 0.969 | 0.969 | 0.938 | 0.99
RandomForest —P 97.259 0.973 | 0.03 | 0.973 0.973 | 0.973 | 0.944 | 0.946
RandomTree —-K 96.372 0.964 | 0.039 | 0.964 0.964 | 0.964 | 0.926 | 0.976
Table 4. Results summary
Dataset | Accuracy | TP FP Precision | Recall F-score | MCC ROC
Datasetl | FC FC FC FC FC FC FC LMT
J-48 J-48 J-48 J-48 J-48 J-48 J-48
Dataset2 | RF RF RC RF RF RF RF KS

learning strategies considered in this research with respect to the corresponding metrics and dataset.
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Fig. 2. Average Accuracy for the six learning strategies in the two considered datasets
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Fig. 3. Average TP rate for the six learning strategies in the two considered datasets
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Fig. 4. Average F1-score for the six learning strategies in the two considered datasets
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Fig. 5. Average ROC Area for the six learning strategies in the two considered datasets

According to Figures 2-4, the trees learning strategy shows the best performance on the two considered datasets with respect to
Accuracy, TP rate, and F1-score. Figure 5 shows that the lazy learning strategy is the best strategy when there is a need to optimize
the ROC metric. Moreover, the rules learning strategy shows the worst performance on the two datasets on almost all metrics.
Therefore, it is highly recommended to avoid the rules learning strategy in the domain of phishing detection.

3.4 Identifying the Best Feature Selection Method

In order to identify the best feature selection method that suits the domain of websites phishing, four different feature selection
methods have been chosen for comparison and evaluation using three evaluation metrics, namely, Accuracy, Precision, and Recall.
These methods have been selected due to their popularity in the ML domain. The selected feature selection methods are
InfoGainAttributeEval, GainRatioAttributeEval, CorrelationAttributeEval and CFsSubsetEval. All these feature selection methods
have been used with their default settings as they have been implemented in WEKA.

Table 5 lists the evaluation results for the four feature selection methods considered in this paper using 50% of the features of
Datasetl. The same 24 classifiers used in the previous section are considered in the evaluation phase of the feature selection
methods. Also, three metrics are being considered. These metrics are Accuracy (A), Precision (P), and Recall (R).

Table 5. Evaluation results for the four feature selection methods

InfoGain GainRatio CorrelationAttribute | CfsSubsetEval
Classifier

A P R A P R A P R A P R
BayesNet 92.764 | 0.928 | 0.928 | 92.782 | 0.928 | 0.928 | 92.745 | 0.928 | 0.927 | 92.637 | 0.927 | 0.926
NaiveBayes 92.791 | 0.928 | 0.928 | 92.782 | 0.928 | 0.928 | 92.745 | 0.928 | 0.927 | 92.646 | 0.927 | 0.926
NBUpdateable 92.791 | 0.928 | 0.928 | 92.782 | 0.928 | 0.928 | 92.745 | 0.928 | 0.927 | 92.646 | 0.927 | 0.926
Logistic 93.379 | 0.934 | 0.934 | 93.388 | 0.934 | 0.934 | 93.216 | 0.932 | 0.932 | 93.198 | 0.932 | 0.932
MLP 95.758 | 0.958 | 0.958 | 95.740 | 0.957 | 0.957 | 95.730 | 0.957 | 0.957 | 94.564 | 0.946 | 0.946
SimpleLogistic 03.388 | 0.934 | 0.934 | 93.351 | 0.934 | 0.934 | 93.189 | 0.932 | 0.932 | 93.143 | 0.931 | 0.931
SMO 93.541 | 0.935 | 0.935 | 93.324 | 0.933 | 0.933 | 93.261 | 0.933 | 0.933 | 93.288 | 0.933 | 0.933
IBk 96.119 | 0.961 | 0.961 | 95.830 | 0.958 | 0.958 | 95.984 | 0.960 | 0.960 | 94.491 | 0.945 | 0.945
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KStar 96.138 | 0.962 | 0.961 | 95.984 | 0.960 | 0.960 | 96.110 | 0.961 | 0.961 | 93.912 | 0.940 | 0.939
LWL 89.010 | 0.890 | 0.890 | 88.973 | 0.890 | 0.890 | 88.973 | 0.890 | 0.890 | 89.335 | 0.893 | 0.893
AdaBoostM1 92.583 | 0.926 | 0.926 | 92.583 | 0.926 | 0.926 | 92.583 | 0.926 | 0.926 | 92.583 | 0.926 | 0.926
FilteredClassifier 95.423 | 0.954 | 0.954 | 95.631 | 0.956 | 0.956 | 95.323 | 0.953 | 0.953 | 94.310 | 0.943 | 0.943
LogitBoost 92.736 | 0.927 | 0.927 | 92.736 | 0.927 | 0.927 | 92.736 | 0.927 | 0.927 | 92.736 | 0.927 | 0.927

MultiClassClassifier | 93.379 | 0.934 | 0.934 | 93.388 | 0.934 | 0.934 | 93.216 | 0.932 | 0.932 | 93.198 | 0.932 | 0.932
RandomCommittee | 96.391 | 0.964 | 0.964 | 96.119 | 0.961 | 0.961 | 96.337 | 0.963 | 0.963 | 94.663 | 0.947 | 0.947

DecisionTable 93.089 | 0.931 | 0.931 | 92.999 | 0.930 | 0.930 | 55.694 | 0.557 | 0.557 | 93.053 | 0.931 | 0.931
JRip 94.365 | 0.944 | 0.944 | 94.527 | 0.945 | 0.945 | 94.401 | 0.944 | 0.944 | 93.650 | 0.937 | 0.936
PART 95.749 | 0.958 | 0.957 | 95.459 | 0.955 | 0.955 | 95.369 | 0.954 | 0.954 | 94.346 | 0.943 | 0.943
ZeroR 55.694 | 0.557 | 0.557 | 55.694 | 0.557 | 0.557 | 55.694 | 0.557 | 0.557 | 55.694 | 0.557 | 0.557
DecisionStump 88.892 | 0.889 | 0.889 | 88.892 | 0.889 | 0.889 | 88.892 | 0.889 | 0.889 | 88.892 | 0.889 | 0.889
J48 95.423 | 0.954 | 0.954 | 95.631 | 0.956 | 0.956 | 95.323 | 0.953 | 0.953 | 94.310 | 0.943 | 0.943
LMT 95.920 | 0.959 | 0.959 | 95.830 | 0.958 | 0.958 | 95.857 | 0.959 | 0.959 | 94.645 | 0.946 | 0.946
RandomForest 96.581 | 0.966 | 0.966 | 96.255 | 0.963 | 0.963 | 96.355 | 0.964 | 0.964 | 94.772 | 0.948 | 0.948
RandomTree 95.911 | 0.959 | 0.959 | 95.649 | 0.956 | 0.956 | 95.712 | 0.957 | 0.957 | 94.663 | 0.947 | 0.947

According to Table 5, RandomForest achieves the best results considering the three metrics and the four feature selection methods.

To better understand the results that are listed in Table 5, Table 6 summarizes the results that are presented in Table 5, considering
the highest obtained results of the three-performance metrics on the four feature selection methods.

Table 6. Identifying the best feature selection method by determining the highest obtained results for the considered metrics

Method Accuracy Precision Recall
InfoGainAttributeEval. 96.581 0.966 0.966
GainRatioAttributeEval. 96.255 0.963 0.963
CorrelationAttributeEval. 96.355 0.964 0.964
CFsSubsetEval. 94.772 0.948 0.948

Based on the results that are shown in Table 6, it can be clearly concluded that the highest results for the three metrics have been
obtained using InfoGainAttributeEval method. Therefore, InfoGainAttributeEval is the best feature selection method among the four
considered methods.

Table 7 shows the average of the 24 classifiers considering the three-evaluation metrics on the four feature selection methods.

Table 7. Identifying the best feature selection method by determining the highest performance average for the considered metrics

Method Accuracy Precision Recall
InfoGainAttributeEval. 92.409 0.924 0.924
GainRatioAttributeEval. 92.347 0.923 0.923
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CorrelationAttributeEval. 90.758 0.908 0.908

CFsSubsetEval. 91.724 0.917 0.917

According to Table 7, InfoGainAttributeEval method achieved the best average for the three metrics. Hence, it can be clearly
concluded that InfoGainAttributeEval is the best feature selection method that suit the domain of websites phishing.

Accordingly, and based on the last two tables, InfoGainAttributeEval method is the optimal choice for feature selection when
considering the datasets that are related to websites phishing.

3.5 Discussion

Two main objectives have been considered in this paper. Regarding identifying the best classifier to deal with the problem of
phishing, three classifiers dominated. For Datasetl, FilteredClassifier and J-48 show the best results while RandomForest classifier
showed the best results in Dataset2. In Datasetl, the number of instances is 11055, which is relatively high, compared with the
number of features, that is, 30. Also, in Datasetl, there are only two class labels, and most of the features are binary, hence, the
training phase is easier, and consequently, two classifiers showed high performance. RandomForest was among the best classifiers
considering Dataset].

For Dataset2, the total number of instances is 1353, which is relatively low compared with the total number of features, that is, 9.
Also, Dataset2 contains 3 class labels. Therefore, the training phase in Dataset2 was much more complicated than the training phase
in Datasetl. Therefore, RandomForest showed the best performance in Dataset2. Consequently, it can be concluded that
RandomForest is more suitable to datasets with higher number of class labels and lower number of instances and features. In other
words, RandomForest suits complex datasets better than any other classifier does. For datasets with higher number of instances and
lower number of features, or datasets in which most of the features are binary, several classifiers may show high predictive
performance.

For identifying the best feature selection method, it has been shown that this step could be crucial. Therefore, the features selection
step must always be considered as a main step in any classification task. The InfoGainAttributeEval method showed a consistent
high performance considering the three metrics, namely, Accuracy, Precision, and Recall. Therefore, it is recommended to use the
InfoGainAttributeEval method in the websites phishing.

Finally, regarding the best learning strategies, and according to the evaluation results on both datasets, it can be concluded that the
trees and meta learning strategies are the best choices to use with websites phishing datasets. Also, the rules learning strategy
showed the worst performance considering the eight-evaluation metrics and the two datasets.

4 Conclusion and Future Work

In this paper, two main objectives have been achieved. The first is the identification of the best classifier that suits the domain of
websites phishing, while the second is the identification of the best feature selection method in order to reduce the dimensionality of
the datasets and thus to improve the performance. Regarding the first objective, three classifiers showed the best results:
FilteredClassifier, J-48, and RandomForest. Considering the second objective, InfoGainAttributeEval method showed the best
performance. Hence, it is highly recommended to consider an ensemble model that consists of the three best classifiers to solve the
problem of website phishing as a future work. Metaheuristic algorithms can be used in the future to design feature selection
algorithms with greater performance.
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