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Abstract: The COVID-19 coronavirus epidemic has spread rapidly worldwide after a person became infected with a severe 
health problem. The World Health Organization has declared the coronavirus a global threat (WHO). Early detection of 
COVID 19, particularly in cases with no apparent symptoms, may reduce the patient's mortality rate. COVID 19 detection 
using machine learning techniques will aid healthcare systems around the world in recovering patients more rapidly. This 
disease is diagnosed using x-ray images of the chest; therefore, this study proposed a machine vision method for detecting 
COVID-19 in x-ray images of the chest. The histogram-oriented gradient (HOG) and convolutional neural network (CNN) 
features extracted from x-ray images were fused and classified using support vector machine (SVM) and softmax. The 
proposed feature fusion technique (99.36 percent) outperformed individual feature extraction methods such as HOG (87.34 
percent) and CNN (93.64 percent). 
 
Keywords: Coronavirus, Chest x-ray, Deep Learning, COVID-19, Convolutional Neural Network (CNN), Histogram 
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1 Introduction  

COVID-19 is a fatal coronavirus infection caused by a newly 
discovered coronavirus. In December 2019, the SARS-
COV-2 virus infected humans for the first time, and then it 
spread primarily through droplets formed by infected people 
when they sneeze, cough, or speak [1–2]. Since the droplets 
are too heavy to travel long distances unless they come into 
close contact, they can only spread from person to person 
[3]. COVID-19 infects the lungs and causes tissue damage 
in those who become infected. Some people may not 
experience any symptoms in the early stages, whereas the 
majority of people who experienced the primary symptoms 
are fever and cough. Muscle aches, a sore throat, and a 
headache are all possible secondary symptoms. COVID-19 
is caused by a virus that affects people of all ages. However, 
evidence to date indicates that two groups of people are more 
likely to develop severe COVID-19: the elderly (people over 
the age of 70) and those with severe chronic diseases, 
including cardiovascular disease, cancer, diabetes, high 
blood pressure, respiratory disease, and chronic liver disease 
[4]. The COVID-19 disease is currently spreading due to a 

lack of rapid detection methods. In 2020, this disease 
claimed the lives of a significant number of people all over 
the world. The respiratory tract and lungs are particularly 
vulnerable to virus transmission, resulting in inflammation. 
The process is responsible for obstructing oxygen intake. In 
order to reduce the number of deaths caused by this virus, 
health professionals and doctors around the world must be 
able to detect it quickly and accurately. 

Medical imaging, blood tests, and viral tests are the most 
used diagnostic medical procedures [5]. 

First, blood tests are performed to detect the presence of 
coronavirus (COVID-19) antibodies. This test's sensitivity 
for detecting COVID-19 in the blood is low, ranging from 
20% to 30% [6]. A type of antibody detection test is the rapid 
diagnostic test (RDT), which takes 30 minutes or less. 
However, RDT test kits are in short supply, and their efficacy 
is dependent on sample quality and disease onset time. 
Furthermore, because the test does not differentiate COVID-
19 from other viral infections, it can result in false positives; 
thus, it is not recommended for COVID-19 diagnosis [7]. 
The second method uses viral tests to detect COVID-19 
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antigens in respiratory tract samples. The Reverse 
Transcription Polymerase Chain Reaction is one of the most 
important and widely used tests (RT-PCR). Large-scale 
studies show that disease recognition rates range between 60 
and 70 percent [8], implying that a negative RT-PCR result 
is possible initially. Several RT-PCR tests are thus 
performed over a 14-day observation period to ensure that 
the test result is accurate for the diagnosis. In other words, a 
negative RT-PCR result of a suspected COVID-19 case is 
only considered true negative if no positive RT-PCR results 
are obtained after 14 days of testing [9]. A shortage of RT-
PCR test kits in several countries [10] can be frustrating for 
patients and costly for healthcare authorities. 

Radiological imaging of the chest, such as x-rays and 
computed tomography (CT), is a third important method for 
diagnosing covid-19 [11]. Since COVID-19 is primarily a 
respiratory disease, chest radiology scans are an important 
diagnostic and early management tool. CT scanning is a 
reliable method of detecting COVID-19 pneumonia [12]. 
These advantages of CT have proven it more accurate and 
faster than RT-PCR for detection; consequently, clinicians 
are being encouraged to make diagnoses on basis of clinical 
as well as chest (CT) findings [13,14]. In countries such as 
Turkey, china and japan. CT is used for COVID-19 
identification, and the findings are evaluated over time. 
Within the first 0–2 days, the majority of patients have a 
normal CT scan [15]. The most significant lung damage is 
detected ten days after the onset of symptoms in research on 
lung CT of patients who survived COVID-19 pneumonia 
[16]. Therefore, CT is examined over a lengthy period of 
time. CT have some limitations, such as imaging taking 
longer, and in many countries, CT scanners are not widely 
available. Furthermore, the cost of CT imaging is 
prohibitively high, and children and pregnant women may 
face health risks as a result of the high radiation levels [17]. 
X-ray imaging, on the contrary, because of its increased 
availability, has played a significant role in many medical 
and epidemiological cases. [18,19]. Chest X-rays are 
promising for emergency cases and treatment due to their 
operational speed, low cost, and ease of use for radiologists, 
and the patient is exposed to low doses of ionizing radiation, 
which is available in many countries. Chest X-ray has been 
used as a first-line diagnostic tool [20,21]. According to 
radiologists, a variety of abnormalities were discovered in 
COVID-19 radiology scans. These abnormalities are as 
follows: (1) right ininfrahilar airspace opacities in the patient 
[22]. (2) unidentified nodular lesion with inverted halo sign 
and thickened edge in the left lower lobe, adjacent to the 
adjacent pleura at 2.3 cm resolution [23]. (3) coherence and 
widening of the blood vessels in the lesion [24]. (4) There is 
an air bronchogram sign and interlobular septal thickening 
with or without vascular expansion. [20]. (5) As shown in 
Fig. 1, there is a single nodular opacity in the lower left lung. 

 
Fig. 1: Chest x-ray images patient [23]. 

X-ray, despite its significant advantages, but it needs a 
radiologist. Radiologists play a vital role due to their 
extensive experience in this field. However, due to the 
limited number of radiologists, it is challenging to provide 
expert doctors for each hospital. Therefore, accurate and 
rapid Artificial Intelligence (AI) models may help overcome 
this issue and provide patients with timely assistance. 
Techniques of artificial intelligence in radiology can help 
obtain an accurate diagnosis [25]. Furthermore, AI methods 
can help remove drawbacks such as test costs, a lack of RT-
PCR test kits, and test results waiting time.  

Machine Learning (ML) is a data-driven modeling 
technique. This machine learning technique derives the 
"model" from data, where data refers to documents, audio, 
images, and other data types. As shown in Fig. 2, the "model" 
is the result of machine learning[26]. 

 

Fig. 2: Machine learning process. 

The steps of ML are as follows: (1) gathering data and 
preparing that data, (2) choosing a model, (3) training, (4) 
evaluation (5) hyperparameter tuning (6) prediction. In order 
to train in machine learning, we have to extract features 
manually, as shown in the following figure.  

 

Fig. 3: Feature extraction by machine learning. 

Muhammad Imad et al. extracted the discriminant 
characteristics using the Histogram of Oriented Gradients 
(HOG). Five different machine learning methods are utilized 
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to effectively differentiate between COVID-19 and normal 
chest x-ray images in the classification stage, including K-
Nearest Neighbors, nave bayes algorithm, random forest, 
decision tree, and support vector machine (SVM). The 
results reveal that among the four classifiers, SVM has the 
greatest accuracy of 96 % K-Nearest Neighbors and random 
forest had 92 % accuracy, nave bayes had 90 % accuracy, 
and decision tree had 82 % accuracy) [27]. 

Deep learning, which is also a branch of AI, enables the 
development of end-to-end models that can achieve 
promised results using input data without the need for 
manual feature extraction [28,29], as demonstrated in Fig. 4. 
Deep learning techniques have been successfully used to 
detect arrhythmias [30,31], pneumonia detection from chest 
X-ray images [32], classification of skin cancer [33,34], 
breast cancer detection [35,36], brain disease classification 
[37] and lung segmentation [38,39]. 

 

Fig. 4: Feature extraction by deep learning. 

Many x-ray images have been widely used to detect COVID-
19 using deep learning. Kumar and Kumari obtained an 
accuracy of 93.0 percent using AlexNet as a feature extractor 
to feed Support Vector Machine (SVM) classifier to x-ray 
images. They also used VGG16 and VGG19 to extract 
COVID-19 features and feed them to the SVM, yielding final 
accuracies of 92.7 and 92.9 percent, respectively [40]. 

Al-Qudah et al.  ShuffleNet model was used to extract 
features automatically of x-ray images, which were then fed 
into four distinct classifiers: Softmax, SVM, Random Forest, 
and KNN, [41]. Sethy and Behera used an x-ray image to 
classify features obtained from various convolutional neural 
network (CNN) models with a support vector machine 
(SVM) classifier, achieving a final accuracy of 95.33 [42]. 

 In order to improve the detection of COVID-19 from chest 
x-ray images, we propose combining the manual features 
extracted and deep learning extracted for a chest x-ray. This 
paper proposed a feature vector fusion obtained by 
combining HOG and CNN techniques. As the last input for 
the training and test datasets. Individual feature extraction 
techniques produced less satisfactory results than the fusion 
approach, demonstrating that the proposed method was 
effective and more accurate than single feature extraction 
approaches in classifying COVID-19 cases. Other machine-
learning methods were also utilized in the final 
classification, such as Softmax and SVM. The fused feature 
vectors were fed to find the best classification of multiple 

classes during the classification. Machine learning and deep 
learning techniques combined with radiography can help 
detect this disease accurately. The proposed method can help 
address the issue due to a scarcity of specialized physicians 
in outlying villages and increase the speed and accuracy of 
diagnosis. 

2 Materials and Methods 
 
The proposed system used X-ray grayscale images as input 
to identify COVID-19. The system considered two feature 
extractors: Histogram oriented gradient (HOG)and 
convolutional neural network (HOG). A feature vector was 
extracted from the x-ray COVID-19 dataset using the CNN 
technique. The HOG method was then applied to the same 
images to extract another feature vector. These two features 
were combined and fed into the classification model as input. 
Figure 5 depicts the fundamental steps of the proposed 
system architecture. 

 

Fig. 5: The proposed fusion method for covid-19 detection 
based on fusion of CNN and HOG features. 

A single technique's extraction of features was insufficient 
to identify COVID-19 correctly. In contrast, the fusion 
approach, which extracts features using two different 
techniques, could provide a large number of features for 
accurate identification. In this context, fusion was viewed as 
a concatenation of the two individual vectors. Finally, the 
SVM and Softmax classifiers determined whether x-ray 
images were COVID 19 or not. 
The dataset and suggested feature extraction and 
classification approach are explained in further depth in the 
next part. 
2.1 Description of the Dataset 
X-rays of the chest The patients' data set was obtained and 
saved in a familiar location. As a reference for evaluating the 
smart system's performance, images were classified as 
positive, negative, or viral pneumonia. The data set was used 
in this study to evaluate the system's performance. As shown 
in Table 1, our experimental evaluation used a data set of 
3,624 images. Then, they were divided into 970 positive 
images, 1,311 normal images, and 1,345 images with viral 
pneumonia. 
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Table 1: The class of the images that were utilized in the 
dataset that was chosen. 

 

The database contains the size of all images 227 x 227 pixels, 
and the images obtained were in grayscale format. Figure 6 
shows a sample of positive, negative, and viral pneumonia 
images.  

 

Fig. 6: Images of chest x-rays from COVID-19 infected 
patients, healthy patients, and viral pneumonia patients. 

2.2 Feature Extractor using (CNN). 
The extraction of features using CNN is a significant area of 
study in computer science [43]. CNN offers better feature 
extraction when the neural network for feature extraction is 
deeper (with more layers); therefore, we can obtain a more 
accurate classification process. CNN comprises two neural 
networks: one that extracts the input image's features and 
another classifies the feature image. A typical CNN feature 
extraction architecture is depicted in Fig.7. 

The feature extraction neural network architecture comprises 
an input layer, an output layer, and a set of hidden layers. 
Hidden layers consist of a convolutional layer(s), then a 
pooling layer (s). The convolution layer defines the most 
crucial kernel relevant to the application. 

The pooling layer reduces dimensionality by obtaining 
average or maximum image corrections. The output of the 

 

          Fig.7: Typical architecture of CNN. 

CNN of feature extraction is a tensor converted into a vector. 
This vector is a deep learning feature and is considered input 
for the classifier [44]. Before classifying, CNN was trained 
using extracted features.  CNN uses a variety of pre-trained 
models, including Google Net, XCEPTION, VGGNet, 
ResNet, AlexNet, SENet, DenseNet, MobileNet, ShuffleNet, 
and DarkNet-53[45]. To extract features from the training 
and test data sets. All of these models produce comparable 
results. AlexNet, which was proposed in this work, clearly 
outperformed the other CNN models in terms of accuracy 
and specificity. 

AlexNet network that has been pre-trained was fine-tuned in 
this research to serve as a feature extractor for this study's 
experimental dataset. AlexNet has been trained on over a 
million images and can categorize them into 1000 different 
object categories, such as keyboards and pencils. As a result, 
the model was able to learn detailed feature representations 
for a wide range of images. AlexNet finished first in the 
ILSVRC Challenge 2012, with an error rate of 17% in the 
top five. The authors used a dropout regularization technique 
and data augmentation in AlexNet to address the overfitting 
problem.  

AlexNet was the first convolutional neural network to use 
graphics processing units (GPUs) to improve performance. 
As shown in Fig.8, AlexNet comprises five convolutional 
layers and three max-pooling layers. Convolutional filters 
are used in conjunction with rectified linear units (ReLU). 
Pooling layers are used to maximize pooling. The first layer's 
input size in AlexNet is 227*227. The size of the input image 
must be resized to 227*227.  

 
Fig. 8: Image feature extraction using an AlexNet pre-
trained (CNN) model. 

Class COVID Normal Viral 
pneumonia 

Total 
images 

Number 
of 

images 

 
970 

 
1311 

 
1345 

 
3626 
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Next, we will look at how the image has been processed as 
it passes through the convolution and pooling layers. In our 
dataset, the x-ray image's original size is 227x227 pixels. 
This section describes how the convolution layer creates new 
images known as feature maps. The feature map emphasizes 
the original image's distinguishing features. Compared to 
other neural network layers, the convolution layer operates 
in a very different manner. 

It should be noted that the actual ConvNet's filters are 
determined through the training process rather than by 
manual decision. Begin by applying the first filter. The 
convolution operation begins in the submatrix's upper-left 
corner, which is the same size as the feature map used in 
equation (1). The images in the following section will 
elaborate on this on a 2x2 filter and a 4x4 image, as well as 
how the filter moves on the image. 

𝑐𝑖#$𝑎𝑖&𝑏1# + 𝑎𝑖*𝑏2# +⋯+ 𝑎𝑖- + 𝑏𝑛# = ∑ 𝑎𝑖1𝑏𝑘#, 𝑖 =-
1$&

1,… ,𝑚	and  𝑗 = 1,…𝑝.               (1) 

The convolution operation is the sum of the products of the 
elements in the two matrices in the same positions. The result 
of 2 is calculated as follows in Fig. 9:  

(1*1) +(3*0) +(4*0) +(1*1) =2 

 

Fig. 9: The convolution process begins in the upper-left 
corner. 

Similarly, another convolution operation is performed for the 
second submatrix, as demonstrated in Fig 10. 

 

Fig. 10: The second convolution operation. 

The next row begins on the left when the top row has been 
completed, as shown in Fig 11. 

 

Fig. 11: The convolution operation is restarted from the left. 

As demonstrated in Figure 12, we repeat the process until we 
get the feature map for the given filter. 

 

Fig. 12: The given filter's feature map has been completed. 

The number of pixels in which the filter matrix slides over 
the input matrix is referred to as the stride. If the stride is 1 
at a time, the filter is pushed one pixel, as shown in Fig. 13 
(a). When the stride is set to 2, the filter hops two pixels at a 
time as it moves around them, as shown in Fig. 13. (b). 
Making a larger move stride will result in a smaller feature 
map. 

  
Fig. (a): Stride=1 

 

Fig. (b): Stride=2 

Fig. 13: (a,b) How to slide the filter matrix over the input 
matrix with selecting strides [46]. 

There is another operation in the convolution layer it is called 
padding. The input matrix padding with zeros around the 
boundary, we use this feature to apply the filter to all 
elements of the entered matrix. It also has the advantage of 
controlling the size of the feature map, as shown in Fig. 14. 

 

Fig. 14: The matrix padding [45]. 

We apply these steps to the proposed study in the same way. 
This study contains filters 96 filters, with a size of 11x11 per 



2252                                                                                                                         R. Elbarougy: COVID-19 Detection on Chest … 

 
 
© 2023 NSP 
Natural Sciences Publishing Cor. 
  

one filter in the first layer, and the size and number of filters 
change from one layer into another. When the image is 
processed with the 11x11 convolution filter on a 227x227 
image, it becomes a 55x55 feature map, as shown in equation 
2. Because we have 96 convolution filters, the layer produces 
96 feature maps, each of which is 55x55 in size. Figure 15 
depicts the convolution layer's image processing results. 

Size of a feature map = input size – (Filter size 
+(2*Padding)/Stride + 1)                                      (2) 

(𝟐𝟐𝟕−𝟏𝟏+(𝟐∗𝟎)/𝟒)+𝟏* (𝟐𝟐𝟕−𝟏𝟏+(𝟐∗𝟎)/𝟒)+𝟏 =𝟓𝟓∗𝟓𝟓  , 
𝟗𝟔 

 

Fig. 15: The first convolution layer of the image's output. 

ReLU is the second function, which performs a threshold 
operation on each element, setting any input value less than 
zero to zero as shown in equation 3. The ReLU function does 
not affect the size of its input. 

		𝑓(𝑥) = G𝑥, 			𝑥 ≥ 0
0, 			𝑥 < 0                                                (3) 

The image in Figure 16 is the result of the ReLU function 
processing the feature map produced by the convolution 
layer. This value must be an integer to ensure that the entire 
image is fully covered. If these options do not completely 
cover the image, the software ignores the remaining portion 
of the image along the right and bottom edges in the 
convolution by default. The outputs of these neurons are 
subjected to some form of nonlinearity, such as ReLU 
specified by a ReLU layer. 

 

Fig. 16: Image depicting what the ReLU function did with 
the convolution layer's feature map. 

Pooling is a process that reduces the size of the rectified 
feature maps produced by ReLU. Two functions used in the 
aggregation process are average pooling; the maximum is the 
most used type. The max-pooling function uses the proposed 
AlexNet model where we combine the input image pixels, 
pooling using a 3×3 window. So that it is passed on the 
rectified feature map by amount two cells (stride=2) and the 
maximum value in each region is chosen as shown in 
following Fig. 

 

                Fig. 17: The maximum pooling procedure. 

The pooling layer shrinks each feature map to 27 * 27 pixels 
after the input image passes through it. Figure 18 depicts the 
procedure. 

 
Fig. 18: After the maximum pooling process. 

In the second layer of the neural network, the input size for 
this layer was 27x27. This layer consists of the 256 trained 
convolution filters of size 5x5. The resulting feature map 
from the second layer is size 27x27 according to Equation 1, 
considering the change in stride and padding. This image is 
completely dark after the ReLU operation. Each feature map 
is shrunk by the pooling layer of 55x55 to 13 * 13 pixels, as 
depicted in Fig. 19 (b). 

The third layer and fourth of the neural network; these two 
layers are the same stride and padding and filter size and 
different in the number of filters where the number of filters 
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in the third layer was 256 and in the fourth layer 384, as 
shown Fig. 19 (c), (d). 

a. First convolution layer. 

b. second convolution layers. 

 

c. third convolution layers. 

 

d. fourth convolution layers. 
 

 

e. Five convolution layers 

Fig. 19: The five stages of feature extraction for all layers. 

The feature extraction neural network's final output. These 
images are converted into one-dimensional vectors before 
being saved in the classification neural network. The greater 
the number of small images containing key network features, 
the better the recognition performance. The number of 
features in the last layer was 9216, and we note a significant 
decrease in features after the original image was size 51529, 
as shown in Fig. 20. 

Fig. 20: The images after the max pooling5. 

2.3 Feature Extractor using (HOG). 

In this study, we will use the same input image used in CNN 
Input image, selected grayscale. The input image must be a 
real value that is not scattered. If the images are cropped too 
tightly, they may lose the shape information that the HOG 
function can encode. The main idea behind HOG is that 
shape and local appearance within an image can be described 
by the intensity gradients distribution or edge display HOG 
method from the image. Figure21 describes the HOG 
method for extracting features from the image [47].  

 

Fig. 21: Steps of HOG feature extraction process. 

 HOG approach is used to characterize the gradient 
orientation in small areas of an image, and the data from all 
regions are then combined into a single vector. The HOG 
feature extraction technique is split down into many steps. 

Step1: The input image is divided into smaller related sub-
images known as cells. Each cell has a size of 8×8 pixels. 



2254                                                                                                                         R. Elbarougy: COVID-19 Detection on Chest … 

 
 
© 2023 NSP 
Natural Sciences Publishing Cor. 
  

Step 2: This is used to calculate the gradient's magnitude and 
orientation for every single pixel in the cell. In both the 
horizontal and vertical directions, the most efficient method 
is to employ a 1-D centered point discrete derivative 𝐷L and 
𝐷M. Using convolution operation, the horizontal (𝐼L) and 
vertical (𝐼M) derivatives are obtained, see Eqs. (4 and 5.). 
  

	𝐼L = 𝐼 ∗ 𝐷L				where      𝐷L = [−1,0,1]             (4) 
	𝐼M = 𝐼 ∗ 𝐷M   where  					𝐷M = [−1,0,1]           (5) 

 Eq. 4.  means that  𝐼ᵪ = 𝐼(𝑥 + 1, y) − 𝐼(𝑥 − 1, 𝑦),    while 
 Eq. 5 a. means that   	𝐼M = 𝐼(𝑥, 𝑦 + 1) − 𝐼(𝑥, 𝑦 − 1).  For 
each pixel I (x, y), The gradient's magnitude is expressed by 
the given Eq.  6. 

|𝐺(𝑥, 𝑦)| = W𝐼L* + 𝐼M*																		                          (6) 
The gradient's direction and orientation are given by 
Eq.7. 
𝜃(𝑥, 𝑦) = tan\& ]^

]_
                                           (7) 

Step 3: the 3rd step is to compute each cell's histogram. The 
region of interest (ROI) is divided into small areas known as 
cells. The cell has a resolution of 8×8 pixels. Each pixel in 
the cell contributes a weighted value to a histogram channel 
based on orientation. The gradient magnitude can be used to 
represent the pixel contribution. In [3] the gradient 
magnitude value is used as a vote weight. When the gradient 
is unsigned, the channels in the histogram are evenly spaced 
from 0° to 180°; when the gradient is signed, the channels 
are evenly spaced from 0° to 360°. As shown in Table 2, the 
orientation bins in this study are evenly spaced from 0° to 
180° and are provided by nine of 20°. One cell has a 9-
dimensional feature vector. Each bin contributes by adding 
the magnitude of the gradient in the bin corresponding to the 
gradient direction. 

Table 2: The orientation bins. 

Bin 
number 

Direction  

1 0°-20° 
2 20°-40° 
3 40°-60° 
4 60°-80° 
5 80°-100° 
6 100°-120° 
7 120°-140° 
8 140°-160° 
9 160°-180° 

 
Finally, each cell 𝐶a	 has 9 features as follows:  
𝐶a	 = 	[ℎ&a , 	ℎ*a , 	 … . , ℎca ]  where i is the cell number.   

Step 4: This step involves calculating descriptors for each 
block. Because of local differences in illumination and 
contrast, gradient strengths vary greatly. By combining the 
cells into larger, spatially related blocks, it is possible to 
avoid changes in light and contrast. The block has a size of 

2×2 cells. These blocks frequently overlap, implying that 
each cell contributes significantly to the final feature. 
According to several studies, every four cells form one 
block. The descriptors for each block include 4×9 features, 
i.e., the 36-component vector given by eq. 8. 

𝑉	 = 	[𝑎₁, 	𝑎₂, 	 … . 𝑎₃₆]                                         (8) 
 
The gradient local normalization stage comes next. After 
calculating the HOG features for each cell, the arrays were 
normalized and combined into a single 36-component array. 
The vector V is normalized by dividing its values by the 
constant k given by eq. 9. 
 

𝑘 = W(𝑎₁)² + (𝑎*)*	 + ⋯ 	 + (𝑎jk)*			                 (9) 

The is a normalized vector is obtained as in Eq. 10. 

		|𝑉| = l
𝑎&
𝑘 ,
𝑎*
	𝑘 , …… . ,

𝑎jk
𝑘 m																																					(10) 

Step 5: This is the final step in the image's HOG feature 
generation process. For 16×16 of the image's blocks, we 
created features. Subsequently, all of this is put together to 
get the features for the final image, and a 227x227 pixel 
image contains 27 x 27 overlapping blocks. We combine the 
normalized vectors from all blocks into a single 1-D vector 
with 26244 features representing the final HOG feature. 

We apply these steps to the proposed dataset in the same 
way.In step1 is, the input image is divided into small 
connected sub-images called cells, each cell for size 8x8, as 
demonstrated in Fig. 22. 

.  

Fig. 22: image segmentation into cells of size 8×8. 

In step 2, magnitude and orientation computation are the 
second step in the feature extraction process in the image, as 
depicted in Table 3 and Table 4.  

Table 3: Calculate the magnitude for the selected cell. 

8 11 10 10 17 15 16 30 

8 12 15 13 13 26 19 12 

10 15 17 20 13 23 20 22 

12 16 16 14 40 22 11 35 

12 30 23 37 45 10 12 42 
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26 37 35 31 12 15 15 26 

25 11 21 18 26 21 16 14 

13 10 15 14 14 13 19 17 

Table 4: Calculate the orientation for the selected cell. 

36 80.3 85.23 61.6 68.9 87.7 51.7 58.3 

9.46 29.7 75.9 63.4 170.1 53.1 15.9 22.8 

148.9 29.7 11.3 144.
0 

83.6 29.7 82.8 41.9 

7.12 14.9 171.5 35.3 75.9 24.1 31.6 61.1 

25 62.3 169.7 37.6 -
46.04 

110.
9 

7.12 36.8 

19.3 64.6 154.4 39.9 149.8 174.
9 

19.9 61.8 

49.7 60.2 71.5 39.5 29.3 74.7 29 60.6 

68.19 179.
6 

79.2 86.8 176.7 76.6 76 36.3 

 
In step 3, the range of orientation is from 0° to 180°. This 
range is divided into 9 Bin of 20 degrees, and the Bin number 
for each orientation is determined gBin by equation (11). 

𝑔𝐵𝑖𝑛p𝑔𝐷𝑖𝑟(𝑥, 𝑦)r =																																																											 

s
		𝑘; 𝑖𝑓	(𝑘 − 1) × 20 ≤ 𝑔𝐷𝑖𝑟(𝑥, 𝑦) < 𝑘 × 20
9; 𝑖𝑓	𝑔𝐷𝑖𝑟(𝑥, 𝑦) = 180																																			 ;							(11) 

𝑤𝑒𝑟𝑒		𝑘 = 1,2,3… . .9                                             

For example, using equation (11), the angles between 0-20 
take the number 1, and from 20-40 take the number 2,  as 
displayed in Table 5. 

Table 5: The orientation bin for the selected cell. 

2 5 5 4 4 5 3 3 

1 2 4 4 9 3 1 2 

7 2 1 7 5 2 5 3 

1 1 9 2 4 2 2 4 

2 4 9 2 3 6 1 2 

1 4 8 2 8 9 1 4 

3 4 4 2 2 4 2 4 

4 9 4 5 9 4 4 2 

Based on Table 4, the orientation is of pixel A (1,1) is 36. 
According to equation (11), the bin number is 2 because 
orientation 20≤36<40.  Then, k=2, as depicted in Table 5. 

The same procedure is followed for each pixel in the image. 
We will check the orientation of each pixel and store the 
frequency of the orientation values in the form of a 9×1 
matrix, as shown in Table 6. 

 Table 6: Frequency of the orientation values. 

BIN gDir  
BIN1 8 
BIN2 16 
BIN3 6 
BIN4 17 
BIN5 6 
BIN6 1 
BIN7 2 
BIN8 2 
BIN9 6 

 

Finally, the histogram for the given cell is as demonstrated 
in Fig. 23.  

 

Fig. 23. Histogram for the selected cell. 

In step 4, by taking 2×2 cells and normalizing the gradients, 
we can reduce the lighting variation, i.e., each block 
continues four cells, as demonstrated in Fig 24. These blocks 
typically overlap, meaning that each cell contributes more 
than once to the final feature. 

0
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12
14
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2256                                                                                                                         R. Elbarougy: COVID-19 Detection on Chest … 

 
 
© 2023 NSP 
Natural Sciences Publishing Cor. 
  

  
Fig. 24: image segmentation into a block of size 2×2. 

Four cells are combined to make a single block. Based on 
Table 7, four 9×1 matrices or a single 36×1 matrix could be 
obtained. 

Table 7: A single block of four cells. 

Cell1 8 16 6 17 6 1 2 2 6 

Cell2 12 8 5 3 9 14 1 8 4 

Cell3 2 3 9 20 3 14 10 2 1 

Cell4 5 4 11 2 7 14 8 9 4 

 

For the final step of calculating HOG features for the image, 
we created features for one block only of the image. The 
normalized feature for each block in the segmented image 
was calculated, and finally, all these features were combined 
to obtain the features of the full image. An image of 227×227 
pixels contains 27×27 blocks, i.e., the total number of blocks 
is 729 with various overlays. Finally, we construct the 
normalized vectors acquired from all blocks in a single 
vector of size 729×36 features representing the final HOG 
features for one image. Therefore, we obtain 26,244 features 
for each image. A graphical representation for an example of 
the obtained features of the full image is demonstrated in Fig. 
25. 
 

Fig. 25:(Left) An input image. (Right) HOG features of the 
input image. 

 

2.4 Multi-feature Fusion 
In this section, we explain how to apply feature fusion. We 
describe how to apply feature fusion to combine the CNN 
and HOG features. Feature fusion has been used in a variety 

of applications of machine learning and computer vision 
[48]. Feature fusion, in particular, has the ability to combine 
multiple feature vectors. In this study, two feature extractors 
produce one feature vector each of 4096 and 26244. The final 
fusion features were fed to the classifiers in order to identify 
COVID-19 images, and the feature vectors obtained by HOG 
and CNN were fused to validate this system, as shown in Fig. 
26. 

 

Fig. 26: The proposed fusion steps for HOG and CNN 
extracted features. 
 
In this study, SVM and Softmax were used as a classifier. In 
the next section, we will explain this classifier in detail. 
 

3 Classifications 
Classification is the final stage of the disease recognition 
process in which the disease is recognized based on the 
feature set extracted from the fusion. The classifier's 
performance depends on the quality of the extractor feature 
being tuned. The classification process converts the 
quantitative input data into qualitative information (output 
categories). There are two stages to the classification process 
training and testing. The proposed training stage is to 
constrict the training model based on the extracted feature, 
and the testing stage is carried out to get the classification 
accuracy. [2,8,88]. SVM and Softmax classifier is used in 
this study.  
3.1 Support Vector Machine(SVM)  
This classifier uses the SVM algorithm. SVM is one of the 
supervised learning algorithms used in classification and 
regression problems. The SVM can be effective and achieve 
excellent accuracy in most user data. There are two types 
SVM: Binary Classification, where it classifies only two 
groups, and Multi-class Classification, where it classifies 
more than one group. The main idea of the SVM algorithm 
is to find the best separating hyperplane to separate classes. 
In this study, SVM classifier was used for classification. This 
classifier is based on statistical learning theory. Given 
training data: 

{(𝑥&, y&), (𝑥*, y*), …… , (𝑥}, y})} ∈ R}                     (12) 
It means that a pair of data represent our data (𝑥}, y}), where 
𝑥} represents the feature vector which has n dimensions, and 
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y} represents the label of 𝑥}. When y� = 1, then this means 
that the data belongs to group 1, and if y� = -1, then it belongs 
to group -1. 
 

s
𝑘. 𝑎a + 𝑏 ≥ +1 − 𝜉a 𝑖𝑓	𝑐a = +1
𝑘. 𝑎a + 𝑏 ≤ −1 + 𝜉a 𝑖𝑓	𝑐a = +1																																	 

Where k is the weight vector, b is the value of the tendency 
and 𝜉a is the positive artificial variable. The classification of 
the SVM depends on the artificial variable as follows: if	𝜉a= 
0 then the sample 𝑎a is correctly classified. If the 𝜉a is in 
range; 0< 𝜉a <1, then 𝑎a is also correctly classified; however, 
its position is among extreme planes. And when 𝜉a >1, it 
is	wrongly classified. If the two-class problem cannot be 
separated linearly. Then, the kernel function is used for 
classification in a higher dimension. 

3.1 Softmax Deep Neural Network Classifier 
ANNs are mathematical algorithms used to recognize 
patterns and images [49]. The Softmax layer is essential for 
the neural network to determine the classification process, a 
significant part in calculating the Loss function. The 
Softmax function often follows the fully-connected layer, 
called the normalized exponential. The Softmax layer only 
has three layers, as shown in Figure.27: input, softmax, and 
output, so it does not take long to identify the disease. 
 

 
Fig. 27. Softmax classifier 

 
 
The Softmax layer is an activation function that converts the 
inputs to a probability distribution over classes, with the 
output consisting of positive numbers of a total one. These 
probabilities are used for a classification process. The 
Softmax function f(x) is defined as follows: 
 

Softmax: {𝑥 ∈ 𝑅�} 	→ s𝑝 ∈ 𝑅�|𝑝a	 > 0,� 𝑝a	
�

�$&
= 1�							 

 
 

			𝑝# =
𝑒L�

∑ 𝑒L��
�$&

										𝑓𝑜𝑟	𝑗 = 1,… , 𝐶																					(13) 

 
where xi is an input element in the Softmax layer, and x is 
the input vector. pi represents the relative output of xi, p is 
the output vector, and C is the total number of classes. 
 

4 The Proposed System's General Framework 
1. Read x-ray image dataset I1, I2 … Ik, each image has size 
(227×227), where k represents the number of images in the 
dataset M. 

2.  Using the HOG technique, a feature vector was extracted 
from the X-ray M dataset, which was then fed into two 
distinct classifiers:  Softmax and SVM. 

3.   the CNN method Alex Net model was used to 
automatically extract features from the same images, which 
were then fed into two distinct classifiers:  Softmax and 
SVM. 

4.  These two features were combined to train the 
classification model (SVM and Softmax). 

5 Results and Discussion    

This study used a total of 3624 chest X-ray images for 
training, testing, and validation. In order to test the 
Intelligent COVID-19 Framework through its paces, as 
shown in Table 8. This study used 642 normal images, 474 
positive images, and 659 viral pneumonia images for 
training purposes. In the testing stage, 393 normal images, 
290 positive images, and the image of 404 viral types of 
pneumonia were used. These test images did not appear in 
the training dataset. The validation set includes 203,276, 282 
for covid-19, normal images, and viral pneumonia images.  
In addition, these validation images were driven from the 
training dataset. 

Table 8: The number of images used in training, validation, 
and testing in the categories normal, COVID 19, and viral 
pneumonia. 

 Covid Normal pneumonia Total 
images 

Train 477 642 659 1778 

Test 290 393 404 1087 

Validation 203 276 282 761 

Total 970 1311 1345 3626 

 

This paper proposed a feature vector fusion obtained by 
combining HOG and CNN techniques. The final input for 
the training and testing stages was this fusion vector.  

Figure 28 depicts a comparison of various feature extraction 
approaches. 
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Fig. 28: Comparative results of individual and fusion 
features. 

Table 9:  Comparison of CNN, HOG, and proposed model 
using chest X-ray images  

 Softmax SVM 
 

CNN 0.9786 0.9820 
 

HOG 0.9562 0.9581 
 

CNN+HOG 0.9923 0.9960 
 

 

COVID-19 detection takes time when using relevant datasets 
of chest x-ray images. The researchers employed several 
preprocessing, feature extraction, and classification 
techniques. At this time, it is difficult to recommend a 
promising technique or combination of techniques for 
diagnosing COVID-19 from a chest x-ray image. The 
majority of cases reported more than 90 percent accuracy, 
which is statistically very high. The goal, however, would be 
to increase accuracy as close to 100 percent as possible 
because misdiagnosis is unacceptable even in a small 
number of cases. Compared to other techniques proposed in 
the literature, the proposed technique significantly improved 
classification accuracy in detecting COVID-19. However, 
Loey, et al. [50] reported a higher accuracy (100%) than this 
study, which could be attributed to the smaller number of 
images (69 COVID-19 and 79 normal images) in their 
dataset to test the system's performance. 

The proposed method, which employs feature fusion 
extracted by HOG and CNN(AlexNet), SVM, and softmax 
classifiers, performed better in terms of accuracy. For the 
chest X-ray dataset, CNN indicates promising results. 
However, when the classification was done with features that 
were extracted individually. The accuracies achieved by 
HOG or CNN were significantly lower than the reported 
values. The worst of the three was HOG, with an accuracy 
of 95.62% in the Softmax classifier and 95.81% in the SVM 
classifier. Similarly, CNN showed higher accuracy of HOG 
97.86% in Softmax and 98.20% in SVM.  

Despite this, the system demonstrated its robustness in this 
study by correctly diagnosing COVID-19 cases, which 
could be attributed to the higher number of distinct features 
obtained from the fusions of HOG and CNN extracted 
features. 

6 Conclusions 
Due to the large number of deaths caused by the coronavirus 
pandemic, healthcare systems in every country worldwide 
were stretched to their breaking point. COVID-19 detection 
at an earlier stage in a more rapid, simple, and cost-effective 
manner has the potential to save lives and lessen the strain 
on healthcare professionals by applying image processing 
techniques to x-ray images. Artificial intelligence can aid in 
the identification of COVID-19. This research aimed to 
design and develop an intelligent system for COVID-19 
identification with high accuracy and low complexity by 
combining features extracted from histogram-oriented 
gradient (HOG) features and convolutional neural networks 
(CNN). Appropriate feature fusion and classification are 
critical in detecting COVID-19 using chest X-ray images. 
The system was fed chest X-ray images to generate the 
output of the highlighted lung significant region, which was 
used to identify COVID-19. The proposed feature fusion 
system (99.60 percent) outperformed individual feature 
extraction techniques such as HOG and CNN in terms of 
classification accuracy. In three cases, SVM outperformed 
other classification techniques such as Softmax in terms of 
classification accuracy. 
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