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Abstract: Cardiovascular disease is one of the most important causes of death in the modern world, and a significant 
barrier to clinical information assessment may be the expectation of cardiovascular illness. Machine learning (ML) has 
proven helpful for forecasting and decision-making in the healthcare industry's large amount of data. Moreover, ML 
algorithms have been applied in many important fields such as the internet of things and others.  
In this paper, we applied various ML methods to predict and classify heart patients' disease including K-Nearest 
Neighbor Algorithm (KNN), Naïve Bayes (NB), Neural Network (NN), Decision trees (DT), Support Vector Machine 
(SVM), Random-Forest (RF), Logistic Regression (LR), Gradient-Boosting GB), Stochastic Gradient Descent (SGD), 
and Ada-Boost. All models were evaluated, and the most accurate predictive model was chosen to increase the accuracy 
of heart attack prediction. Compared to other models, our results are efficient, and adequate and could help to predict 
heart disease more effectively and precisely. 
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1 Introduction 

A wide range of illnesses impairing heart function is called "heart disorders." The principal arteries and veins leading to 
and from the heart may be affected, as well as the heart's valves, surrounding membrane, and muscle. The number of 
deaths from cardiovascular illnesses outnumbers all other causes of mortality, making them the top cause of death 
worldwide. Heart diseases were responsible for 17.7 million deaths in 2015, or the proportion of all fatalities was 31%. 
Of these deaths, 7.4 million were caused by coronary heart disease and 6.7 million by strokes [1,2,3]. 

Heart disease begins as bouts of severe pain caused by blockages in the arteries that carry blood and oxygen to the 
heart. As a result, the amount of oxygen reaching the heart either slows down or stops completely, leading to heart 
attacks, angina, and other chronic diseases that may endanger the patient's life. For those with or at high risk of 
cardiovascular disease, early detection and control are essential due to one or more risk factors, such as excessively high 
blood pressure, diabetes mellitus, or hyperlipidemia [3,4,5,6]. 

Large data sets are analyzed through ML to retrieve vital information for future studies from previous collections [7,8]. 
There is a wealth of patient data in the medical field and various ML algorithms exploit this data to make an effective 
diagnostic choice with the help of clinical analysis and healthcare experts. 

The subject of ML is incredibly diverse and broad, and its application and breadth are expanding daily. To predict and 
assess the correctness of the input dataset, ML employs a wide range of classifiers and different techniques [9,10,11]. 

Disease severity is classified by multiple algorithms such as KNN, DT, Genetic Algorithm (GA), NB, etc. [10,11]. Due 
to the complex nature of heart disease, the condition requires careful management, and failure to do so may accuse 
damage to the heart or lead to premature death.  

Our paper focuses on predicting heart disease by different key features and using ML techniques represented by KNN, 
NB, ANN, DT, SVM, RF, LR, GB, SGD, and Ada-Boost [11,12,13]. The first three models are classified as having the 
highest accuracy in detecting heart disease based on the predefined features that are determined by evaluating and 
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comparing different mentioned techniques and then the maximum accurate models are predicted.  

The paper is organized as follows: Section 2 presents the relevant works. Section 3 presents classification models. Our 
proposed techniques are presented in section 4. Results and analysis are highlighted in section 5. Section 6 includes 
prediction models, and we conclude our paper in section 7. 

2 Literature review 

Many researchers presented various techniques from previous studies to predict heart disease, such as the authors of 
Ref. [14] who introduced an approach that focuses on identifying key details using ML techniques, resulting in 
improvements in the accuracy of cardiovascular disease prediction up to 88.7%. Ref. [15] used ML techniques to 
improve the precision inside the expectation of clutter by combining many known classification procedures. Whereas 
Ref. [16] suggested a model that intends to identify relevant traits by utilizing ML techniques that increase the accuracy 
of disorder prediction where specific feature combinations and well-known are used to introduce the prediction model 
with an accuracy of 88.7%. Authors of Ref. [17] used a special computation based on a swarm algorithm and ensemble 
Deep Learning (DL) that provides greater accuracy—up to 95.7% than evaluating using several approaches. Ref. [18] 
developed a heart disease prediction model using a hybrid RF and a linear model, achieving a more desirable level with 
a 92% accuracy rate. Ref. [19] studied various predictors of heart disease with forecasting algorithms.  

Authors of Ref. [20] presented an ensemble classifier for predicting cardiovascular illness using SVM, KNN, and 
weighted KNN classifier to evaluate performance. The authors of Ref. [21] surveyed several methods of data mining 
and ML techniques for diagnosing and predicting cardiac problems to improve the prediction performance methods and 
accuracy. Ref. [22] used the comparative study of ML algorithms such as NB, SVM, RF, and supervised learning 
models and achieved an accuracy of 95.08% with Random Forest. Using hierarchical RF formation and a nonlinear 
regression model, Ref. [23] proposed an approach to find similarities in predicting cardiovascular disease, their method 
obtained an accuracy of 90.3%. To highlight the key characteristics that can lead to heart disease, the authors of Ref. 
[24] constructed a heart disease prediction model based on RF, LSTM, KNN, and DNN algorithms to determine the 
improvement of the prediction accuracy. Ref. [25] recommended comparing different heart disease prediction systems 
based on their accuracy and reliability using MLP, SVM, and ANN models. For the prediction of mortality in patients 
with congestive heart failure, Ref. [26] suggested an improved strategy using the trait selection and classification 
method. The proposed method is compared with older classification algorithms, which include SVM, NB, KNN, and 
DT and according to an experiment using NetBeans IDE, the model predicts outcomes with an accuracy of 99.2%. 

Scanning many references and studying the mentioned previous works, we identified that some of them used even 
three- or four-ML techniques to predict heart disease, but we think that this is not adequate to obtain an optimal model 
for predicting heart diseases as there are so many other good techniques, requirements and key features that should be 
applied to get more efficient results. 

3 Data classification and modeling  

A dataset can be classified into several categories using the following classification methods: 

• KNN Technique - a non-parametric, supervised learning classifier that relies on closeness to produce classifications 
or predictions about the grouping of a single data point [27]. 

• DT Technique- the trees are constructed using high entropy inputs for training data samples. Trees are fast and 
easily constructed by the top-down recursive divide and conquer method [28]. 

• SVM Technique- a supervised ML technique applied to classification or regression problems where each data point 
is represented as a point in n-dimensional features space [29]. 

•  Random Forest (RF) Technique - an ensemble classifier that builds numerous decision trees and incorporates them 
to produce the best results [30].  

• ANN Technique - a network of connected units called artificial neurons just like synapses in the human brain 
which can receive signals, process, and transmit them to the surrounding neurons [31]. 

• NB Technique - a supervised learning classifier that uses a high-dimensional training dataset to handle 
classification issues based on text classification [32]. 

•  LR Technique- a predictive analysis method based on probability; it serves as a cover binary response from a 
binary predictor. It is one of the most often utilized tools for applied statistics and discrete data analysis [33].  

•  Gradient-Boosting (GB)Technique- a strong ML technique that combines Gradient descent with Boosting. It 
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comprises an additive model, a loss function, and a weak learner [34].  

• Ada-Boost Technique- adaptation parameters to the data based on the actual outcomes in the current iteration. This 
technique can be used to improve the performance of decision trees and was mainly created for binary 
classification issues [35]. 

•  SGD Technique – one of the most widely used algorithms for optimization and especially for Neural Networks 
[36]. 

4 Our proposed technique based on comparative algorithms 

In this paper, we focus on predicting heart disease by using key features and ML techniques implemented by KNN, 
Tree, SVM, SGD, RF, NN, NB, LR, GB, and Ada-boost. We use a data source that contains the medical history of 918 
patients of different ages [37]. The patient's medical parameters, such as age, sex, resting blood pressure, exercise-
induced angina, serum cholesterol, etc., provided by this dataset allow us to identify diagnosed patients with heart 
disease. The dataset enables us to categorize and identify people who are at risk for developing cardiac conditions. The 
steps applied to the mentioned techniques are as follows (See Fig.1).  

 
Different ML techniques are used to classify and predict heart diseases. We evaluate various ML techniques by 
calculating the confusion matrix; accuracy, F1, recall, precision, an area under the curve, log-loss, and specificity 
results.  

Fig.1.  Applied phases.	



1564                                                                                                  D. Trabay et al.: Effective Models for Predicting Heart Disease… 

 
© 2023 NSP 
Natural Sciences Publishing Cor. 
 

 
We choose the most accurate prediction model for heart disease. The presented model is adequate compared with other 
models, and it could predict the presence of heart disease in particular individuals (See Fig. 2). 

4.1 Data pre-processing 

All losing records were removed from the dataset in the data pre-processing and data normalization. It utilized twelve 
standard attributes such as age, sex, resting blood pressure, exercise-induced angina, serum cholesterol, maximum heart 
rate, old peak, highest exercise slope, chest pain, fasting blood sugar, resting electrocardiography, and heart disease 
(Table 1). Our target is predicting heart disease, which indicates the level of disease severity in patients where zero 
indicates no heart disease, while different critical levels of the other values indicate the presence of heart disease. In our 
paper, critical significance levels range from one to four and are normalized to one level in order to predict whether 
heart disease is present or not. 

Table 1: Description of features with twelve attributes 
Attributes Description  Value 
Age Patient age 28:77 
Sex Sex of Subject 0= Female, =1= Male 
CP Chest Pain Type 0= standard angina 

1= atypical angina 
2= non-anginal pain 
3= Asymptomatic 

TRESTBPS Resting blood pressure 80:180 
Chol Serum Cholesterol in milligrams 

per deciliter 
0:600 

FBS Fasting blood sugar 0 = false; 1 = true 
Resting-ECG findings of resting 

electrocardiography 
0=Normal, 
1= having an aberrant ST-T wave 
(T wave inversions or ST 
elevation or depression of more 
than 0.05 mV 
2= potential or actual left 
ventricular hypertrophy 

Max-HR maximum heart rate achieved 60:202 
Exercise-Ang. Exercise-induced angina 0 = false; 1 = true 
Old peak depression brought on by exercise 0:5 
ST-Slope highest exercise slope 0= upsloping 

Fig. 2. Proposed model for predicting heart disease. 
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4.2 Features selection 

The primary feature selection is to find the best features that help to create applicable heart disease models. We use 
Filter Method [38] by choosing the intrinsic houses of the aspects measured via univariate measurements alternatively 
than cross-validation execution. And to distinguish the most imperative features, we perform a set of tests using 12 
features with the classification models: KNN, NB, DT, SVM, NN, RF, LR, GB, SGD, and Ada-Boost.   

 

5 Results- evaluation and discussion 

In our research, we focus on the previous ten ML models and implement the following techniques: 

5.1 Model prediction 

Table 2 depicts our results implementing the Confusion Metrix (CM), Accuracy (CA), F1 score, Recall, Precision, Area 
Under the Curve (AUC), log Loss, and Specificity: 

 

Table 2: Evaluation results  
Evaluation results CM 
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According to the confusion matrix, we calculate the accuracy; the ratio of correct predictions to the total predictions 
made, and we summarize our results as follows: 

• We obtained the accuracy of LR Model according to the performance of the classification model as the best model 
that achieved 96%.  

• The second-best model is GB Model which achieves 95% accuracy compared to other models. 

• By evaluating the performance of the classification models, the RF Model obtained 94% higher accuracy for early 
heart disease prediction. 

5.2 Results of patients’ distribution 

 
Fig.	3.	Heart	Disease	Distribution	

By processing our collected data, it was observed that heart disease occurred in 55.34% of patients, while 44.66% did 
not suffer from heart disease (See Fig. 3). 

5.3 Evaluation of significant features 

From our results, we deduced that the features ST-slop, CP, and Exercise-Angina significantly influence our accuracy 
results. Fig. 4,5, and 6 show the box plot for each feature.  
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Fig. 4. Box plot CP 

 
Fig. 5. Box plot ST-slop 

 
Fig. 6. Box plot Exercise-Angina 

5.4 Distribution statistics and measures of dispersion 

The data is dispersed over a specified range in each data set. Distribution can be used to gauge the data's dispersion or 
proximity to the Mean; As a result, Table (3) measures each property with its Mean, Median, Dispersion, Optimal 
values, and Distribution Statistics. 

Table 3: Distribution statistics and measures of dispersion 
Data types Name Distribution Mean Median Dispersion Min Max 

Numeric Age 

 

53.51 54 0.18 28 77 
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Data types Name Distribution Mean Median Dispersion Min Max 

Resting-ECG 
 

132.40 130 0.14 0 200 

Chol 
 

198.80 223 0.55 0 603 

Max. HR 

 

136.81 138 0.19 60 202 

Old peak 

  

0.887 0.6 1.201 -2.6 6.2 

Categorial 

Sex 

 

 M 0.514 - - 

CP 
 

 ASY 1.13 - - 

FBS 
 

 0 0.543 - - 

Restringing 

 

 Normal 0.949 - - 

Exercise 
Angina 

 

 N 0.675 - - 

ST. Slope 

 

 Flat 0.893 - - 

6 Prediction for three models 

We predict the highest three models that give us the highest accuracy for the 12 previous models: (LR, GB, and RF). 
We choose a data set sample with 450 instances, 11 variables, and 12 features (7 categorical and five numeric) (See 
Table 4). 

Table 4: Prediction for best models 
 LR Gradient 

boosting 
Random 
Forest Age Sex CPT Resting-

BP Chol FBS Rest-
ECG 

Max-
HR 

Exercise 
Angina 

Old 
peak Slope 

1 0 0 1 40 M ATA 140 289 0 Normal 172 N 0.0 Up 
2 0 0 1 49 F NAP 160 180 0 Normal 156 N 1.0 Flat 
3 0 0 1 37 M ATA 130 283 0 ST 98 N 0.0 Up 
4 1 1 1 48 F ASY 138 214 0 Normal 108 Y 1.5 Flat 
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5 1 0 1 54 M NAP 150 195 0 Normal 122 N 0.0 Up 
6 0 0 1 39 M NAP 120 339 0 Normal 170 N 0.0 Up 
7 0 0 0 45 F ATA 130 237 0 Normal 170 N 0.0 Up 
8 0 0 1 54 M ATA 110 208 0 Normal 142 N 0.0 Up 
9 1 1 1 37 M ASY 140 207 0 Normal 130 Y 1.5 Flat 
10 0 0 0 48 F ATA 120 284 0 Normal 120 N 0.0 Up 
11 0 0 1 37 F NAP 130 211 0 Normal 142 N 0.0 Up 
12 1 1 1 58 M ATA 136 164 0 ST 99 Y 2.0 Flat 
13 0 0 1 39 M ATA 120 204 0 Normal 145 N 0.0 Up 
14 1 1 1 49 M ASY 140 234 0 Normal 140 Y 1.0 Flat 
15 0 0 0 42 F NAP 115 211 0 ST 137 N 0.0 Up 

After analyzing the prediction result of three models, we observed that GB and LR Models are more accurate than the 
RF Model by 99%. 

7 Conclusion  

Heart disease is one of the most prevalent diseases, and early diagnosis is essential for saving lives. In this paper, we 
introduced ML techniques for predicting heart disease: KNN, NP, NN, SVM, RF, LR, GB, SGD, Ada-Boost, and DT. 
We considered 297 patients with twelve attributes, identified, and concluded that LR, GB, and RF Models are more 
accurate than other algorithms. According to the distribution data, we found that 55.34% of patients had heart disease. 
Based on different variances, we selected significant factors critical to doctors’ staff, performed Distribution Statistics, 
and extracted the Mean, Median, and both minimum and maximum values. The three most reliable methods, which help 
doctors diagnose diseases before they appear, were predicted based on our used features. The GB and LR Models are 
99% more accurate than the RF model. 

Finally, it is essential to note that while machine learning can be a useful tool for prediction and decision making in 
healthcare, it should not be relied upon solely and should be used in conjunction with other methods and clinical 
expertise. It is also essential to consider ethical issues and ensure that the use of ML in healthcare is transparent, fair, 
and respects patient privacy. 
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