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Abstract: The study aims at forecasting the number of traffic accidents in Jordan for the year 2022, based on the monthly data related

to traffic accidents for the period (2017–2021) using the Poisson regression model. SPSS version 26 and Minitab version 19 data

analysis programs were used to analyze the collected data. The study concluded that the use of the Poisson regression model is very

appropriate to forecast the number of traffic accidents during the next period of time. The Poisson regression method is a useful method

for estimating and forecasting. The researchers recommend adoption of this technique in related studies, conducting more extensive

studies on the Poisson regression model, and reconsidering the current legislation and the penalties related to traffic accidents.
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1 Introduction

The Poisson distribution is one of the most commonly used probability distributions for modeling enumeration data, and
this distribution is one of the important regression models used in studying the effect of one or more independent variables
on a dependent variable. The Poisson regression model can be considered a special case of the generalized linear models.
in terms of construction machinery.

Many researchers and scholars have been interested in studying this model. In 1998, [1] presented an explanation and
clarification of this distribution, and in 2016, [2] presented a scientific paper that dealt with the prediction of football
results in Brazil. Through the use of the Poisson regression model, in the same year, [3] presented a scientific paper that
dealt with an explanation of the statistical models for counting data. The Poisson regression model was considered the
most appropriate model for analyzing enumeration data through the use of the simulation method.

The classical linear regression model assumes that the response variable depends on a set of Explanatory variables, as
these variables can be continuous variables or variables it is non-infectious, however, and when the response variable is in
the form of non-infectious variables such as the number of traffic accidents. The assumptions of linear regression will not
be fulfilled. Therefore, the Poisson regression model was proposed as one of the regression models that are compatible
with such cases [4].

The current study has dealt with the Poisson regression model, which is considered one of the most important and most
used statistical models among the models that have a countable response variable and is a special case of the generalized
linear models [5]. The study aims at forecasting the number of traffic accidents in Jordan for the year 2022 based on
the monthly data related to traffic accidents for the period (2017–2021) using the Poisson regression model, where the
dependent variable represents the number of traffic accidents and the independent variable represents time (month).
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2 Poisson’s Regression Model

The Poisson regression model is one of the logarithmic linear models, and this name came from taking the natural
logarithm in order to convert the formula of the Poisson regression model to the linear one, considering the Poisson
regression model a special case of generalized linear models [6]. Resulting from the linear logarithmic relationship
between the mean and the linear prediction.

g(λ ) = loglog(λ ) (1)

2.1 The general form of the poisson regression model

We assume that the discrete random variable (Yi) represents a random sample with a Poisson distribution and is
conditioned by a vector of explanatory variables (Xi) with a probability distribution function of the variable (Yi) as
follows [7]:

f (
yi

xi
) =

e−λiλ
yi
i

yi!
(2)

E(
yi

xi
) = λi = ext

i β (3)

Such that:
β : Parameters vector of the Poisson Regression.

LnLn(λi) = xt
iβ = β0 +

p

∑
j=1

β jxi j = β0 +β1x1 +β2x2 + ...+βpxp (4)

Where: Y: is an nx1 vector of observations of the dependent variable, X: is an nx(p + 1) known design matrix of
independent variables, β : is a 1x(p + 1) vector of unknown regression coefficients?, n: Sample size, p: Matrix of
independent variables.

2.2 The link function

The response variable (yi) takes countable values and considering the Poisson regression such as (Generalized Linear
Model) and by finding the equation g (λ ) that is constrained to be positive (λ ) values so that the linear prediction is
any value on the real number line, then the natural selection of a function Poisson regression correlation represents a
logarithmic correlation that takes counting numbers as input and converts them to a value on the real number line [8,9].

g(λ ) = LnLn(λ ) = Xβ (5)

λ = eXβ (6)

2.3 Estimating the parameters of the poisson regression model using (MLE)

The method will be used (MLE) which is considered one of the most important methods of estimating its good
characteristics, and the main principle on which this method is based is to find an estimate of the unknown community
parameter so that it makes (MLE) at its maximization end, it gives sufficient, unbiased, and least variance estimations
assuming that the average (λ ). It has a non-linear relationship to the independent variables that takes the form of
equation (6), and the relationship between the expected value of the random variable (yi) a linear forecast can be written
as [10,11]:

λi = exp(
p

∑
j=0

β jx j) (7)

Where: yi ∼ Po(λi), i = 0,1,2,k

c© 2023 NSP

Natural Sciences Publishing Cor.



Inf. Sci. Lett. 12, No. 4, 1775-1780 (2023) / www.naturalspublishing.com/Journals.asp 1777

To estimate the parameters of the Poisson regression model, the Maximum Likelihood method will be used for the
sample measurements, it is defined as the joint distribution of those measurements, and so, we symbolized the Maximum
Likelihood method with the symbol (L) then:

L(β ) =
k

∏
i=1

P(Yi = yi) =
k

∏
i=1

λ
yiβ−λi
i

∏k
i=1 yi!

(8)

Such that: λi is a function from β̂ = (β̂0, β̂1, β̂2, ..., β̂p)

MLE= β̂ = (β̂0, β̂1, β̂2, ..., β̂p) are the values of the parameters that maximize maximum likelihood function L(β ) to
simplify the calculation process, by taking the logarithm of the maximum likelihood function L(β ),weget [3,12]:

L(β ) =
k

∑
i=1

loglog(yi!)+
k

∑
i=1

yiloglog(λi)−
k

∑
i=1

λi (9)

dL

dβ
=

k

∑
i=1

xi(yi− ext β ) = Zero (10)

Equation 10 does not generate correct and final solutions because it leads to a set of non-linear equations and therefore
it must be solved using numerical methods that represent the numerical algorithm to find the regression equations that
achieve the Maximum Likelihood method [13,14,15].

Among the most common iterative methods for solving this equation that has been used is the Newton-Raphson
method for obtaining the parameter, which takes the following form:

β̂ =
n

∑
i=1

xi(yi− extβ ) = Zero (11)

2.4 Model Assumptions [16,17,18]

(1) The conditional probability function of the dependent variable (yi) when the parameter of the (λ ) distribution is known
follows the Poisson distribution with a parameter of (λ ) as shown in equation (1).
(2) The parameter of the distribution in the model is equal to:

λi = ext
iβ (12)

Such that: xt
i: represents row (i) of the matrix of independent variables.

(3) The ordered pairs of the variables (xi,yi) are independent.
Properties of the MLE [19].
Asymptotically unbiased estimators.
It has a distribution approaching the normal distribution.
Asymptotically efficient estimators.
It is possible to express these properties through the following equations [20,21]:

√
n(β̂

ML
−β0)∼ N(O, I(β0)

−1) (13)

Where: β0: original parameters vector, β̂
ML

: Maximum likelihood estimators vector for model parameters, I(β0): Fisher

Information Matrix.

I(: −E
[

Hn(β0)
]

= E
[

exp(X tβ0)X
tX

]

(14)

The variance of these estimators equals the inverse of the information matrix fisher.
As for the approximate distribution for the maximum likelihood estimators, it can be written as follows [22,23]:

β̂
ML

∼ app(β0, [nI(β0)]
−1) (15)

Where: [nI(β0)]
−1

: Represents the variance matrix for the estimator’s parameters vector, (β̂ )
Which means:

Var.(β̂) = [nI(β0)]
−1

(16)
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The consistent estimate of the variance matrix is given as follows:

ˆVar.(β̂ ) =
[

nI(β̂0)
]−1

(17)

Information matrix fisher

(β̂0) =
1

n

n

∑
i=1

exp(X t
i β̂ )X t

i X j (18)

⇒ ˆVar.(β̂ ) =

[

n

∑
i=1

exp(X t
i β̂ )X t

i X j

]−1

(19)

3 Application Side

The data of monthly traffic accidents that occurred in the Hashemite Kingdom of Jordan for the period (2017-2021), was
relied upon, where the dependent variable represents monthly traffic accidents, and the independent variable represents
time (month), The number of traffic accidents for the year 2017 reached a total of (10446), while in the year 2018 it
amounted to (10431) accidents, and in the year 2019 the number of traffic accidents reached (10,857) as for the year 2020,
the number of traffic accidents reached a total of (8451), and in the year 2021, the number of traffic accidents increased
to (11,241) traffic accidents, meaning that the average annual number of traffic accidents for the last five years is (10285)
accidents. Table 1 shows the number of monthly traffic accidents for the period (2017-2021).

Table 1: Number of monthly traffic accidents for the period (2017-2021).

2017 2018 2019 2020 2021

Month Traffic accidents Month Traffic accidents Month Traffic accidents Month Traffic accidents Month Traffic accidents

Jan. 791 Jan. 739 Jan. 744 Jan. 747 Jan. 815

Feb. 708 Feb. 712 Feb. 755 Feb. 782 Feb. 768

Mar. 833 Mar. 921 Mar. 849 Mar. 719 Mar. 764

Apr. 834 Apr. 958 Apr. 943 Apr. 866 Apr. 844

May 950 May 889 May 1003 May 784 May 1068

Jun. 939 Jun. 941 Jun. 952 Jun. 814 Jun. 970

Jul. 958 Jul. 947 Jul. 1079 Jul. 956 Jul. 1091

Aug. 982 Aug. 988 Aug. 931 Aug. 876 Aug. 1039

Sep. 905 Sep. 899 Sep. 859 Sep. 842 Sep. 1048

Oct. 966 Oct. 878 Oct. 919 Oct. 764 Oct. 981

Nov. 842 Nov. 759 Nov. 967 Nov. 589 Nov. 985

Dec. 738 Dec. 800 Dec. 856 Dec. 712 Dec. 868

Total 10446 Total 10431 Total 10857 Total 8451 Total 11241

Ref.

–Traffic accidents in Jordan (2017), Jordan traffic institute, p25
–Traffic accidents in Jordan (2018), Jordan traffic institute, p27
–Traffic accidents in Jordan (2019), Jordan traffic institute, p25
–Traffic accidents in Jordan (2020), Jordan traffic institute, p25
–Traffic accidents in Jordan (2021), Jordan traffic institute, p24

4 Estimation of The Poisson Regression Equation Using The MLE

The equation was The equation was estimated using Minitab version 19, they are as follows:

ŷi = e6.74927+0.000769(month)+εi

In order to know the significance of the estimated model, the statistic of the greatest possibility ratio referred to in the
equation was calculated.

It was equal to (9.30), while the probability p-value amounted to (0.002), which confirms the significance of the
model. Table (2) shows the expected number of traffic accidents for the year 2022,the number of actual traffic accidents
for the first seven months of 2022, and the difference between the number of actual and expected traffic accidents for
those months.
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Table 2: Expected number of traffic accidents for the year (2022

2022

Month The expected number of traffic accidents Actual traffic accidents for the first seven months Difference between actual and expected traffic accidents

Jan. 894 881 -13

Feb. 895 897 2

Mar. 896 887 -9

Apr. 896 878 -18

May 897 901 4

Jun. 898 867 -30

Jul. 899 902 3

5 Conclusions

By forecasting the estimated Poisson regression model based on the maximum likelihood method, it was found that the
average number of traffic accidents expected for 2022 (10779) accidents, and this average exceeds the average number
of traffic accidents for the last five years (2017-2021) by only (494) accidents. The Poisson regression method is a useful
method for estimating and forecasting.

6 Recommendations

The researcher recommends the following:

1.Adopting the Poisson regression method as an appropriate technique in analyzing data related to traffic accidents.
2.Conducting more extensive studies on the Poisson regression model.
3.Reconsidering the legislation in force and the penalties related to traffic accidents.
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