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Abstract: Drug and alcohol misuse has become a significant global distraction to the development of the youths and future leaders,
especially in South Africa. The ideal solution to these unhealthy practices is for institutions, governments, and individuals to put
preventive measures such as counselling, sanctions, and fines to help control drug and alcohol misuse. However, it is challenging to
know the group of people or individuals engaged in such deteriorating activities by merely monitoring individuals physically. It makes
it difficult even to plan the measures to control the issue. Therefore this paper has applied and compared six supervised machine
learning algorithms to predict alcohol abuse and drugs across the nine provinces in South Africa to propose an ideal predictive model
for detecting drug and alcohol misuse. The data used in the study was extracted from the 2019 General Household Survey conducted
by Statistics South Africa, South Africa. The algorithms used in this paper include Random Forest, Naive Bayes, Support Vector
Machines, Logistic Regression, Artificial Neural Networks, and Decision Tree. Results from the study identified Decision Tree to
provide the highest recall of about 82.76 per cent, for alcohol abuse and drugs prediction, compared to the other five algorithms. In
terms of the features and their importance, we found males across all the educational levels, mostly youth living in the Western Cape
and Free State, to have played a vital role in the classification process. As part of the implication of the results in terms of policy
formulation, we will edge the South African National Council on Alcohol and Drugs (SANCA) to draw up intervention programs to
address issues of alcohol abuse and drugs, targeting all six attributes across all the provinces, especially Free State and North West
provinces of South Africa. In conclusion, the approach used in this paper has effectively revealed an appropriate algorithm with a very
high recall, reducing false negative, which means a successful reduction in misclassification of the important class. These results are
reliable and valid for detecting drug and alcohol misuse at a low cost compared to other rigorous and demanding approaches.
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1 Introduction around 18 million persons in the United States suffer

from alcohol-related disorders [2]. These illnesses can be

Drug addiction is a continuously worsening condition
marked by compulsive use of addictive substances
regardless of unfavourable effects on the people and
community [1]. Alcohol and drug addiction are becoming
a global trend affecting developed and developing
nations. Alcoholism, drug addiction, and cigarette
smoking have become major public health issues. Unable
to regulate alcohol consumption can signify a more
significant challenge, leading to two different issues,
namely, alcohol abuse and alcoholism. According to the
National Institute of Alcohol Abuse and Alcoholism [2],

both frustrating and dangerous. Abuse and addiction to
alcohol can result in serious health problems. Alcohol, for
example, exacerbates some diseases like osteoporosis and
can even cause cancer. Other health problems, such as
heart disease, are more difficult to diagnose by alcohol
addiction.

In 2016, the abuse of alcohol accounted for 3 million
(5.6 percent) deaths worldwide [3]. Alcohol abuse in
relation to mortality rate is higher than the mortality rate
caused by tuberculosis, HIV/AIDS, and diabetes [4]. In
2017, the abuse of alcohol and drugs accounted for 11.8
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million deaths globally [5]. The number of people aged
between 16 to 64 who used drugs in 2016 was 30 per cent
higher than those of the same age group who used drugs
in 2009 [6]. In South Africa, 80 per cent of young male
deaths related to alcohol and drug consumption is
estimated to be two times more than the world norm [7].
Studies have also shown that Cannabis is the primary drug
among South Africans younger than 20 years old [8].
Again, South African provinces dominant in drug abuse
are Mpumalanga, Limpopo, and Western Cape. Whereas
Free State, Northern Cape, North West, and Eastern Cape
are dormant with alcohol abuse [8]. Therefore, we need to
understand the dynamics and risk factors responsible for
the trend and suggest remedies to the predominantly
dominated provinces using drugs and abusing alcohol. It
is for this reason that the study is being conducted.

Several studies have been conducted on alcohol abuse
and drugs in South Africa (see, for example, [9], [10],
[11], and [12]) with associated risk factors such as
education level, employment status, race, marital status,
peer pressure, and family background. In the area of
methodology, most researchers including but not limited
to [13], [14], [15], and [11] applied classical models such
as regression analysis to examine risk variables associated
with alcohol abuse and drugs. Regression analysis is
suitable for evaluating a priori specified impacts, but it
cannot capture indeterminate inter-relationships between
components, thus limited. Machine learning (ML)
techniques can overcome these drawbacks by employing
a variety of probabilistic, optimisation, and statistical
methods to uncover hidden and complicated relationships
and patterns in data.

By applying ML to alcohol abuse and drug data,
important decisions can be taken, and predictions can be
made. The predictive analysis with ML aims to diagnose
risk factors associated with alcohol abuse and drugs
across all the nine provinces of South Africa with the best
possible accuracy. Machine learning techniques are
rapidly utilised to develop algorithms that have been
demonstrated to be more reliable than traditional methods
in terms of prediction ([16], [17]). Many medicine and
public health disciplines have recently relied on machine
learning algorithms (see, for example, [18], [19], [20]).
However, the approach is yet to be implemented in this
study using population-based data from Statistics South
Africa. Indeed, we found a few studies that have used
machine learning models to predict risks and had
satisfactory predictive accuracy results in our literature
search. [21], for example, used classification trees and
random forests to estimate the vulnerability of
ever-married women in India between the ages of 15 to 40
years of domestic abuse events. [22] also built an intimate
partner violence perpetration triage tool that was applied
to classify youth who are in danger of instigating intimate
partner violence using supervised machine learning
algorithms such as support vector machines and artificial
neural networks, random forest, and logistic regression.
This paper focuses on building a predictive model using

six machine learning algorithms to investigate alcohol
consumption and drug-related consequences within all the
nine provinces in South Africa to foster the understanding
of risk and protective factors associated with subjects.

Indeed, there are limited or no studies about machine
learning methods in analysing alcohol abuse and
drug-related issues in the South African context. This is
the gap we intend to fill in this regard. We seek to
contribute to the literature on ML by addressing the
following specific objectives. Firstly, to construct
predictive models with six ML algorithms that can
efficiently classify alcohol abuse and drug based on some
risk factors across the nine provinces of South Africa.
Secondly, to discover major features associated with
alcohol abuse and drug risk. We seek to build ML models,
including Randon Forest (RF), Naive Bayes (NB),
Support Vector Machines (SVM), Logistic Regression
(LR) and Artificial Neural Networks (ANN) and Decision
Tree (DT) using an imbalanced dataset, to predict the
occurrence of alcohol abuse and drugs across all the
provinces, given the risk factors. Models proposed in this
study can efficiently detect subgroups of vulnerable
people at high risk of abusing drugs and alcohol to
increase intervention efficiency. The paper’s outline:
Materials and Methods are presented in Section 2. The
results and discussion are presented in Section 3,
followed by the conclusion and policy recommendations
in Section 4.

2 Materials and Methods

This section describes; the sources of data, data
preprocessing and collection, model building and model
evaluation metrics. The algorithms utilised in the
model-building process include Naive Bayes (NB),
Logistic Regression (LR), Support Vector Machines
(SVM), Randon Forest (RF), and Artificial Neural
Networks (ANN) and Decision Tree (DT). The ROC
metric, such as sensitivity, recall and precision, are
applied to evaluate the model’s performance in
classifying alcohol abuse and drugs in the nine provinces
of South Africa. The methodology used for this study is
displayed in Figure 1 below.

[ PATA colircTion

DATA
PREPROCESSING
PROPOSED

METHOD MODEL BUILDING

ALGORITHM
EVALUATION

Fig. 1: Steps in building the methodology for ML
algorithm.
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2.1 Data Sources, Collection and Preprocessing

The data for the analysis was secondary data obtained
from the 2019 General Household Survey collated by
Statistics South Africa. It comprises 48164 observations
and six variables across all the nine provinces: Eastern
Cape, Free State, Gauteng, Kwa Zulu-Natal, Limpopo,
Mpumalanga, Northern Cape, North West, and Western
Cape. The data description is given in Table 1. Data
preprocessing was done to remove outliers and features
with missing values. The dataset was split into a 70 per
cent training set and a 30 per cent test set using the
repeated k-fold cross-validation and the slipt resampling
techniques.

Table 1: Variable description and data set code.

Variable Description Data

code
Alc_drug

Alcohol
or drug
abuse
Provinces

Binary response from the
participants of a survey:
yes or no

The nine provinces of
South Africa: Eastern

Cape (EC), Free State (FS),
Gauteng (GP), Kwa-Zulu
Natal (KZN), Limpopo
(LP), Mpumalanga (MP),
Northern Cape (NC), North
West (NW), and

Western Cape (WC).
Gender of a participant: Gender
Female and male. Race
Age The participants’ age groups: Age
Youth (12-24), Adults (25-64),

and Elderly (65 years and over).

Province

Gender

Marital The marital status of the MaritalS
Status participants: Divorced,

Married, and Single.
Education- The highest education level EduLevel
al level reached by the participants:

Primary, Secondary,
Tertiary, and other.

2.2 Model Building Process
2.2.1 Machine Learning
The use of machine learning (ML) algorithms to represent

social, psychological, and biological phenomena is
becoming more common ([16], [23], [24], [25], [26],

[27]). Machine learning is a branch of computer science
that explores how algorithms learn by themselves over
time ([28], [29]). This subdiscipline, which lies at the
crossroads of computer science and statistics, is called
Artificial Intelligence (AI) ([28], [29]). Today, machine
learning is an essential component of modern business
and research. It employs algorithms and artificial neural
network models to help computer systems gradually
improve their performance. Machine learning algorithms
create a mathematical model using sample data — also
known as “training data” — to make decisions without
being explicitly programmed.

2.2.2 Supervised and Unsupervised Algorithms

An algorithm, f a set of instructions, describes how a
machine learns through experience. Learning, therefore,
means that the algorithms have identified how to
consistently predict an outcome (Y) given a set of
predictor variables (X). The method uses the predictors
f(X) to predict a new outcome ¥ that is as close to the
original or observed Y as possible (i.e.)

Y =f(x)+e ey

where, € is an error term and f(X) = Y. This sort of
learning is known as supervised learning since the
algorithm is focused on the outcome Y. Unsupervised
learning, on the other hand, is a process in which an
algorithm is designed to summarise a (big) set of
predictors (Z) to one (or a few) outcomes [28].

Naive Bayes Algorithm The Naive Bayes (NB) method
is a supervised learning algorithm for addressing
classification issues based on the Bayes theorem. Naive
Bayes primarily uses in-text classification tasks requiring
a large training dataset. The NB Classifier is a simple and
effective classification method that aids in developing fast
machine learning models capable of making quick
predictions. NB is a probabilistic classifier that makes
predictions based on an object’s probability. Spam
filtration, sentiment analysis, and article classification are
common uses of the Naive Bayes Algorithm [32].
The Naive Bayes classification is determined by

_ p(Y =Co)Ilip(X;|Y = C)
Yip(Y =yi) [Lip(X;|Y = y)

where, ¥ and X are random variables, respectively,
denoting label and feature and C; denoting possible K
classes for k € [1,...,K]. If we are interested only in the
most probable value of Y, then we have the NB
classification rule expressed in equation (1) as

p(Y = Ck|Xla"'7Xd)

@)

agmax p(Y = Cp) [T; p(X;]Y = Cr)
Y+ C
CXp(Y =) ILp(XGlY = ;)

3
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Now, because the denominator does not depend on C.
The value of the formulation above can be simplified to the
equation (4)

arg max

Y+ G

(MY=QH]M%W=Q0 “)

Logistic Regression Algorithm Logistic regression (LR)
is another robust supervised machine learning algorithm
used for binary classification problems when the target is
categorical. Logistic regression uses a logistic function in
equation (5) to model a binary output variable.

log <1L_y> =00+ 01x1+6x2+---+6x5 (5

where, y is the probability of belonging to the class of
interest, 6; are the coefficients or the weights on the
features and x;’s are the features. Replacing y with p(X),
we get the equation (6)

1
p(X) = 1+67(60+91x1+62x2+---+6dxd)

(6)

These probabilities are used to classify an observation as
group A or B.

Support Vector Machine Algorithm The Support Vector
Machine (SVM) is a popular supervised learning
technique that solves classification and regression
problems. However, it is mainly utilised in machine
learning for classification problems. SVM algorithm’s
purpose is to find the optimum line or decision boundary
for categorizing n-dimensional space into classes so that
additional data points can be readily placed in the correct
category in the future with the best decision boundary is
called a hyperplane. The extreme points or vectors that
assist create the hyperplane are chosen via SVM. Support
vectors are extreme instances, and the algorithm is called
a Support Vector Machine. Figure 2 below shows how a
decision boundary or hyperplane is used to classify two
different categories:

Random Forest Algorithm Random Forest (RF) is a
well-known machine learning algorithm that uses the
supervised learning method for classification and
regression problems. Random forest is based on ensemble
learning, which integrates several classifiers to solve a
complex issue and increase the model’s performance.
Random Forest is a classifier with several decision trees
on various datasets’ subsets. According to the name RF, it
takes the average to enhance the predicted accuracy of
that dataset (see Figure 3). Instead of relying on a single
decision tree, the random forest collects the forecasts
from several trees and predicts the final output based on
the majority votes of predictions.

Maximum
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Vectors
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Fig. 2: Support Vector Machine structure (source:
www.javatpoint.com).

Negative Hyperplane

Fig. 3: forest  structure  (source:

Random
www.javatpoint.com).

Since the random forest combines numerous trees to
forecast the dataset’s class, some decision trees may
correctly predict the output while others may not.
However, a good result is expected when all trees are
combined. As a result, two assumptions for a better
Random Forest classifier are as follows: Firstly, the
dataset’s feature variable should have some actual values
so that the classifier can predict accurate results rather
than guesses. Secondly, each tree’s predictions must have
very low correlations. For instance, assume you have a
dataset with various fruit photos. As a result, the Random
Forest classifier is given this dataset. Each decision tree is
given a portion of the dataset to work with. During the
training phase, each decision tree generates a prediction
result. The Random Forest classifier predicts the final
decision based on most outcomes when a new data point
appears. As it can be envisaged in Figure 4 below: Indeed,
equation (7) is used for regression purposes. This formula
computes the distance between each node and the
predicted actual value, assisting you in determining which
branch is the best choice for your forest.

1 5
MSE = =Y (fi—i) )

i=

=
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Fig. 4: Random  forest structure  (source:

www.javatpoint.com).

where, N is the number of data points, f; is the value
returned by the model and y; is the actual value for the
data points i.

The random forest uses the Gini index to identify
which class an observation belongs to for classification
purposes, as indicated in equation (8). Equation (8)
calculates the Gini of each branch on a node based on
type and probability, deciding which branch is more
likely to occur.

C
Gini=1-Y (P)* (8)

i=1

where, P; represents the relative frequency of the class
you are observing in the dataset C denotes the number of
classes.

Artificial Neural Network Algorithm A computational
model was constructed based on the human brain. Voice
recognition, picture identification, and robotics using
Artificial Neural Networks are just a few recent
developments in Artificial Intelligence. Artificial Neural
Networks (ANNs) are computer simulations that are
biologically inspired and execute specific tasks. An
artificial neural network (ANN) is a biologically inspired
network of artificial neurons configured to perform
specific tasks, known as an artificial neural network
(ANN). An input layer, hidden layer, and output layer are
the three layers of an ANN. The Artificial Neural
Networks (ANN) method takes in data and calculates the
weighted total of the data, including bias. This work
makes use of the transfer function, which is listed below.

n
Transfer function = Z Wi x Xi+b )
i=1

where, W; denotes the weight given to ith the input X; is
the ith input and b is a constant.

The sigmoidal hyperbolic is used to approximate
output from net inputs, and it is given by

1

“Trew (10)

y=0o(x)
where, § denotes the sigmoid activation function and v the
steepness parameter, and the output obtained after forward
prorogation is the predicted value.

Decision Tree Unlike other supervised learning
algorithms, the decision tree algorithm can also solve
regression and classification problems. The purpose of
using a decision tree is to create a training model for
predicting the class or value of a target attribute by
learning simple decision rules from previous data
(training data). In Decision Trees, we begin at the tree’s
root to predict a class label for a record. The results of the
root attribute are compared to the values of the record’s
attribute. We follow the branch corresponding to that
value and proceed to the next node based on the
comparison.

2.3 Evaluation Measures for the Algorithms

Measurement of performance is critical in Machine
Learning. The evaluation of algorithms is the final step of
the prediction model. This study evaluates the prediction
results using various evaluation metrics like classification
accuracy, confusion matrix, kappa statistics F1-score, and
ROC metrics.

2.3.1 Receiver Operating Characteristic (ROC)

In Machine Learning, performance measurement is an
essential task, and when it comes to a classification
problem, we can count on a ROC Curve. ROC curve is a
graphical representation of a binary classifier system’s
diagnostic performance when modified discrimination
threshold.

2.3.2 Accuracy Measures

Accuracy measure is the ratio of correct predictions to the
total number of input samples. This is given by

total number of correct predictions

Accuracy =

(1)

total number of predictions made

2.3.3 Confusion Matrix

Confusion matrix gives us a matrix as output and describes
the complete performance of the model (see Table 2).
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Table 2: Confusion matrix.
Actual Values
Alc_drug (Yes) Alc_drug (No)
Alc_drug (Yes) TP FpP

Alc_drug (No) FN N

Predicted values

where, TP denotes True Positive, FP denotes False
Positive, FN denotes False Negative, and TN denoting
True Negative. Accuracy can also be calculated from the
confusion matrix by taking an average of the values
across the main diagonal. It is given as

TP + TN
TP + TN + FP + FN

Accuracy = (12)

2.3.4 Sensitivity/Recall

Sensitivity determines the proportion of the positive class
correctly classified, and it expressed in equation

TP

Recall = ———
TP + FN

13)

2.3.5 Specificity

Specificity refers to the proportion of negative cases class
correctly classified (see equation (13))

TN

S . 14
TN + FP (14

Specificity =

2.3.6 Precision

Precision measures the probability of a sample classified
as positive as actually positive. It is illustrated in equation
(14)

TP

Precision = ——
TP + FP

5)

2.3.7 F1-Measure

F1-Measure assesses the precision of a test. F1-Measure
represents the harmonic Mean of accuracy and Recall.
The F1 measure has a range of [0,1]. It informs you of
your classifier’s precision as well as its robustness.
Mathematically, it is given as

F1-Measure = I I (16)

Recall *

Precision

3 Results Presentation

In this study, six supervised machine learning algorithms
are applied and compared. These include Randon Forest
(RF), Naive Bayes (NB), Support Vector Machines
(SVM), Logistic Regression (LR) and Artificial Neural
Networks (ANN) and Decision Tree (DT). All the
algorithms were applied to the alcohol abuse and drug
dataset from South Africa. The dataset was divided into
70 per cent training and 30 per cent datasets using the
split and repeated k-fold cross-validation sampling
techniques. The dataset is imbalanced, with more
observations in the negative (99.79 per cent) and few in
the Positive class (0.21 per cent) - this imbalanced nature
of the dataset is shown in Figure 5 below. Supervised

aie_arug [ No [l Yes

30000

count

20000

10000

No Yes
Alc_drug

Fig. 5: Alcohol abuse and drugs.

algorithms are known to learn very badly from an
imbalanced dataset. So to avoid making poor predictive
models, this study utilized the combination of
oversampling and undersampling methods, termed
“both”. Oversampling and undersampling ensure that the
training dataset has enough observations in both classes.
Oversampling is when the minority class increases or
makes the same number as the majority class. This may
be done by duplicating the minority class to reach the
number of the majority class. Undersampling is when the
majority of the class is reduced to the same number as the
minority class. Both techniques combine oversampling
and undersampling methods, which were used to generate
a more balanced dataset to train the six algorithms.

All the confusion matrices for the six algorithms are
shown in Table 3 below:

Table 4 below shows model accuracy measures for the
comparison. The Naive Bayes algorithm recorded the
highest accuracy of 94.07%, followed by Artificial Neural
Networks (72.94%), Logistic Regression (72.30%),
Support Vector Machine (71.69%), Random Forest
(71.12%) and Decision tree (57.60%). This accuracy
measure is unsuitable for comparing these algorithms
since the test set is imbalanced.
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Table 3: Confusion Matrix.

Panel Predicted Actual
Yes No
A Yes 24 6165
No 5 8358
B Yes 21 4194
No 8 10329
Yes 22 4113
¢ No 7 10410
D Yes 9 843
No 20 13680
E Yes 22 3931
No 7 10592
F Yes 21 4023
No 8 10500

Note: A=DT;B=RF;C=SVM;D=NB; E=ANN; and F =
LR

Table 4: Algorithm Performance Measures I.

Algorithm Accuracy Kappa F1- Precision
score
A 0.5760 0.0038 0.0077 0.0038
B 0.7112 0.0060 0.0099 0.0050
C 0.7169 0.0066 0.0106 0.0053
D 0.9407 0.0166 0.0204 0.0106
E 0.7294 0.0071 0.0110 0.0056
F 0.7230 0.0064 0.0103 0.0052

Note: A=DT;B=RF;C=SVM;D=NB;E=ANN;and F =
LR

Table 5 below gives the main evaluation measures
employed in this study to compare the algorithms. These
measures are recall/sensitivity and specificity. These
measures are employed because predicting actual alcohol
abuse and the drug is of great interest to organisations that
manage drug abuse. Many interviewees hide their drug
abuse status in this study, so getting a model that predicts
more true positives as positive is essential in designing
interventions. The decision tree recorded the highest
sensitivity of 82.79%, followed by SVM(75.86%) and
ANN(75.86%). Interestingly, the Naive Bayes classifier
recorded the worst recall (31.03%). This observation
confirms why accuracy may not be a good measure for an
imbalanced dataset. Based on the findings of this paper,
we conclude that the Decision Tree (DT) is the most
suitable model for predicting alcohol abuse and drugs
since it can fish out the highest percentage of positive
classes compared to other algorithms.

Table 5: Algorithm Performance Measures II.

Algorithm Recall Specificity
A 0.8276 0.5755
B 0.7241 0.7112
C 0.7586 0.7168
D 0.3103 0.9420
E 0.7586 0.7293
F 0.7241 0.7230

Note: A=DT;B=RF;C=SVM;D=NB; E=ANN; and F =
LR

Figure 6 shows the features importance plot for the
algorithm with the best recall. The features with the
longest bar are good predictors of alcohol abuse and
drugs.

DT algorithm

EduL

Eduls
EduLevelSecondary

Provincel P
RaceWhite

T T T T T
0 20 40 60 80 100
Importance

Fig. 6: Feature importance for the algorithm with the
highest recall.

4 Discussion

The research found that “both” version of the resampling
techniques, which combines both undersampling and
oversampling, is more appropriate for resolving the
imbalanced nature of the dataset compared to the
individual methods. Most existing papers employed only
one technique to resolve the imbalance dataset problem.
However, these approaches are less effective than the
combination of both methods, which is illustrated in this
paper.

In addition, the research found out that the decision
tree algorithm coupled with the “both” technique is
appropriate for building a predictive model for the
dataset. This is because of the higher sensitivity of the
decision tree algorithm compared with other algorithms.
This result is interesting since most algorithms such as
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Random forest, Naive Bayes and support vector machines
perform better than a decision tree. However, this result
shows otherwise, implying that a simple decision tree is
enough in some situations. Building a huge decision tree
such as a random forest is not always required in all
instances, such as a more sensitive issue like the one
demonstrated in this paper.

The study also found that to build only an accurate
predictive model without considering the negative effect
(its inability to predict more yes for drug and alcohol
abuse). The Naive Bayes algorithm is appropriate for such
an aim. This is because the Naive Bayes algorithm
recorded an accuracy measure of 94.07 per cent, which is
very high. This result is not very relevant to this study but
very worthy noting. In most predictive modelling
problems, the model with the highest accuracy is
preferred over others. However, in the situation described
in the paper, going via this approach will only produce an
algorithm that will rather fail to predict more positives.
Although the Naive Bayes algorithm gave the highest
accuracy, the false negative rate is very high, which is a
significant concern to this paper. This result also implies
that, in situations like the one in this paper, it is vital to
consider other performance measures such as recall,
specificity, false negative and false positive but not
accuracy because accuracy is a bad measure of
performance for an imbalanced dataset where the positive
class is sensitive. Sensitive cases are issues that people are
very good at hiding from the public, and it isn’t easy to
make them known to anyone. The nature of drug and
alcohol misuse makes it worth predicting without the
individual’s asking. However, the concentration must be
on the number or percentage of false negatives produced
by the model.

The research also found out that males, citizens with
primary education, province WC, and province FS are the
critical attributes used in classifying drug and alcohol
misuse in South Africa by the decision tree algorithm.
This paper also provides some key attributes that
policymakers must pay attention to when planning to
control drug and alcohol abuse in South Africa. People
with only primary education seem to contribute
immensely to drug and alcohol abuse in South Africa.
This may be due to their inability to understand the side
effect on their body and dignity.

Finally, the research also found an interesting result
about the Naive Bayes algorithm used for situations like
ours. It recorded the highest accuracy but unfortunately
had a very low recall of about 31 per cent. This finding
tells researchers to focus on their goal rather than
constantly seeking an accurate predictive model.
Moreover, this paper used census data which is not always
the case for imbalanced dataset research in literature. It
also used a dataset made up of only categorical attributes,
which differs from most research on similar work. Most
researchers used only numeric attributes or a combination
of both numeric and categorical. This paper also used
standard or popularly used algorithms that have been

improved but still effectively produced very efficient
models like the one we have in this paper.

Nevertheless, this research is limited to some
imbalanced dataset correction techniques because of the
categorical nature of the attributes. Other resampling
techniques, such as the synthetic minority oversampling
method (SMOTE), are known to produce better samples
for building models but are rarely used where the
attributes are categorical, as addressed in this paper. The
SMOTE method is an effective resampling technique to
address the class imbalance [31].

5 Conclusions, Recommendations and Policy
Implications

Predictive analysis of alcohol abuse and drug use can alter
how medical researchers, particularly psychiatrists, gain
insights from medical data and make decisions. We used
six popular machine learning algorithms for predictive
analysis in this paper. Random Forest (RF), Naive Bayes
(NB), Support Vector Machines (SVM), Logistic
Regression (LR) and Artificial Neural Networks (ANN)
and Decision Tree (DT) algorithms were applied in the
study. Predictions about alcohol abuse and drug were
made using an alcohol and drug abuse dataset with 48168
records and six attributes. A simple decision tree is
appropriate for predicting alcohol and drug misuse, which
is revealed by the research. This result means that, despite
the inclusion of other algorithms believed to perform
better than decision trees in many instances, it does not
render the effectiveness of a simple decision tree useless.
The random forest, an aggregation of many simple
decision trees, had a higher false negative than the simple
decision tree. Unlike classical and bayesian regression,
where predictions are made without identifying beneficial
risk factors, this paper’s model revealed that attributes
that affect or dictate drug and alcohol misuse are gender,
educational level, age group and province. This result is
beneficial since its fills the gap identified in this research.
It shows how efficient is machine learning algorithms in
building predictive models over standard statistical
models.

Additionally, the result was not based on any
distributional assumption compared to classical models.
In addition, the problem posed by imbalanced datasets on
classification algorithms is severe; it always leads the
algorithm to pay attention to the majority class, even
though the minority class is of interest to researchers.
This paper proposed a resampling method which
combines oversampling and undersampling to create
balanced classes for the model building. Though these
methods both have their advantages which is to create a
new sample with some level of balance for the classes,
however, their disadvantage is the fact that these methods
are skewed to one side, either by sampling the minority
class to match the majority or sampling the majority to
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check the minority class. This skewed nature is prevented
by the algorithm or technique used in this paper, which
combines both methods. This is an essential finding for
model builders with a dataset made up of only categorical
variables. In terms of the features and their importance,
we found males across all the educational levels, mostly
youth living in the Western Cape and Free State, to have
played a vital role in the classification process. This
implies that special attention should be given to these
features to develop interventions for alcohol abuse and
drugs. As part of the implication of the results in terms of
policy formulation, we will edge the South African
National Council on Alcohol and Drugs (SANCA) and
Anti-Substance Abuse Program of Action, among others,
to draw up intervention programs aiming to address issues
of alcohol abuse and drugs targeting almost all the six
attributes across all the provinces, especially Free State
and North West provinces of South Africa. As part of the
implication of the results in terms of policy formulation,
we will edge the South African National Council on
Alcohol and Drugs (SANCA), Anti-Substance Abuse
Program of Action to adopt some of these machine
learning algorithms to draw up intervention programs
aimed at diagnosing and addressing issues of alcohol
abuse and drugs in South Africa.

Further research may consider comparing model
sensitivities, false positives and false negatives across
various techniques for dealing with imbalanced datasets.
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