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Abstract:In this study, the enhanced hybrid empirical mode decomposition with autoregressive integrated moving average 
(EMD- ARIMA) method is proposed and applied to forecast daily new COVID-19 reported cases in Jordan. The EMD 
method is applied to decompose the COVID-19 data into a number of IMFs components as a simple time series. Then, the 
appropriate ARIMA(p,d,q) model is applied to evaluate the forecasting value for the low-frequency components. Then, the 
forecasting results are collected together. Data for this study are collected from the Jordanian Ministry of Health. Seven 
forecasting accuracy measures are employed to compare the forecasting results of the proposed technique with the results 
of seven forecasting methods. The comparison of forecasting results shows that the enhanced EMD-ARIMA method is 
better than selecting forecasting methodologies in COVID-19 data. 
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1 Introduction 

Day after day, COVID-19 is increasing the concern of doctors, governments of countries, and their people since its spread. 
Meanwhile, this pandemic has had an impact on government and accounting bodies and the capacity of state employees 
during the COVID-19 [1]. Since COVID-19 was declared an international pandemic by the world health organization, has 
become the most influential disease in the world [2]. Also, this disease has a great impact on those infected with it, even 
after recovery from COVID-19. Moreover, these patients require long-term medical and psychosocial support programs 
even after recovery from this disease [3]. So that it has become the most important issue that is discussed in meetings of the 
high policies of the government and international meetings [4]. 

As this epidemic has worked to change the internal and external policies of the countries of the world. One of these 
countries is the state of Jordan. There are some factors affecting the number of daily injuries in Jordan. One of these factors 
that are expected to reduce the number of daily infections is receiving the vaccine for this pandemic [5]. Moreover, the 
carefully studied closures by the government helped avoid reaching a dangerous stage for the health system in Jordan. 
Based on that concept, this study will study the behavior of historical data for this epidemic in Jordan. Forecasting the 
number of new cases would be a useful way to forecast costs and services in the future [6]. The EMD-ARIMA model will 
be developed, and then this hybrid model employed to improve the forecasting of future COVID-19 cases in Jordan. Based 
on the accurate prediction results of the proposed method, researchers will resort to reliable prediction methods to be used 
in predicting future epidemics. In order to contribute to the speed of response of decision makers. Accordingly, their 
actions will be more effective and reduce the social and economic impact. 

As will be presented in Part 5, the used data in this study are non-stationary and nonlinear. Accordingly, the EMD method 
will be applied, because this method is one of the best methods to deal with this type of data [7]. Moreover, ARIMA 
technique is the most widely used time series forecasting method in literature, due to the accuracy of its results [8]. 
Therefore, these two methods were combined to overcome the non-stationary and non-linear characteristics of the data and 
obtain accuracy in the forecasting results. 

2 Related Works 

In literature, several researchers have applied different forecasting methodologies to forecast the COVID-19 data. Such as 
[9] proposed methods with a new technique, which is to use a data augmentation way to generate new data with keep the 
same attributes to the input data. In general, the proposed new methods (LSTM-Aug, LSTM-Aug, and GRU-Aug) 
performance which is applied to the new idea was significantly superior to the standard methods (LSTM, LSTM, and GRU) 
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using COVID-19 data extracted from ten countries. 

In [10], the ARIMA technique has been employed to forecast the COVID-19 epidemic behavior in Italian ten days ahead. 
This technique has been established based on the complete periodic data of COVID-19 epidemic behavior in Hubei, China. 
This technique is more advisable for short-term forecasting. In [11], the Error Trend Seasonal (ETS) model has been used 
to forecast the new cases and deaths in India. In [12], the ARIMA and SARIMA forecasting methods have been employed 
to forecast the COVID-19 cases (confirmed, recovered, and deaths) in 16 countries. Based on the AIC, BIC, MSE, MAE, 
RMSE, and MAP. A comparison has been achieved between these two methods. It is found, in some cases, these are more 
or less the same. In other cases, the SARIMA method is more accurate than the ARIMA method. In [13], the authors 
improved the Long short-term memory networks forecasting method to expect the COVID-19 cases in Canada. Also, they 
compared Canada’s transmission rates with Italy and the USA. 

3 Methodology 

In this part of this study, the different methods for the implementation of the new proposed forecasting technique will be 
presented. Which are EMD, ARIMA, and Fourier transform. Also, we will present an overview of the forecasting methods 
used to compare the new proposed method. 

3.1 Empirical mode decomposition (EMD) 

The EMD method was introduced in [14]. The EMD effective method for processing and decomposing different types of 
non-stationary time series, the mode mixing problem is a limitation of the standard EMD algorithm [15]. One of our 
contributions to this study is that the EMD-ARIMA methodology is able to overcome these limitations. The EMD 
technique was employed in several areas as shown in [16]. The EMD method deals with the nonlinear and non-stationary 
time series [17], to decompose this time series into various simple time series [18]. Furthermore, the EMD decomposes the 
time series with a reserve for the time domain of the data. This attribute provides a powerful and adaptive process for 
decomposing a time series into a set of time series known as intrinsic mode functions (IMF) and residual [19]. As a result, 
the original time series can be built from the IMFs by using Equation (1).                

𝑥(𝑡) = 	∑ 𝐼𝑀𝐹!(𝑡)"
!#$ + 𝑟(𝑡)           (1) 

where x(t) is the original time series, IMFi and r(t) are ith intrinsic mode function and residue, respectively. Which is the 
result of decomposition for the original time series by EMD. 

To evaluate the IMFs, the sifting process algorithm is applied to the original data x(t) [20]. This algorithm is presented in 
detail as follows: 

1. Input the COVID-19 time series data x(t) into the EMD algorithm, let the iteration value iis equal 1. 

2. Determine the local extrema values for the x(t). 

3. Using the cubic spline line methods, the local maxima values are connected together, as a result, the local upper 
envelope function will be created, and it’s denoted by u(t). 

4. Using the same last two processes, the local lower envelope function will be created from the local minimum values of 
X (t), and it’s denoted by l(t). 

Then the mean function will be determined from u(t) and l(t) using the following formula, and its denoted by m(t); 

𝑚(𝑡) 	= %	(()	*	+(()
,

            (2) 

1. In this step, a new function h(t) will be determined using m(t) and the signal x(t) by Equation (3) 

ℎ(𝑡) 	= 	𝑥(𝑡) 	− 	𝑚(𝑡)           (3) 

2. In this step, we check the following conditions on the function h(t), which are called IMF conditions [21]; these are (a) 

|𝑁. 𝐸𝑥 − 𝑁. 𝐶. 𝑍| < 1,           (4) 

And (b) 

|𝑚(𝑡)| = | %(()	*	+(()
,

| < 𝜀,            (5) 

where N.Ex means the number of local extreme points (local maxima and minima), while N.C.Z means the number of 
cross-zero points, and ε is a too-small non-negative value that approaches 0, sometimes equal to 0. 
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5. If the function h(t) is satisfied the above conditions, then move to the next step. Otherwise, move to step 2 and we 
assume the function h(t) is the original data, and apply steps 2 to 8 on the new original data. 

6. As a result of the previous step, we have a new IMF; which is determined using Equation (6). And then, update the 
iteration value (by moving to the next integer) i= i+ 1. 

𝐼𝑀𝐹𝑖(𝑡) = 	ℎ(𝑡).			           (6) 

7. In this step, we will define a new function, which is called the residue function ri(t); this function is evaluated by the 
Equation (7). 

𝑟𝑖(𝑡) 	= 	𝑥(𝑡) 	− 	𝐼𝑀𝐹𝑖(𝑡)           (7) 

8. Based on the result from the last step ri+1(t) we will tack one of the following decisions. 

(a) if ri(t) is a monotonic or constant function, that concludes this is the last process. Hence, we save the residue of the 
sifting process which is r(t) = ri(t), and we save all the IMFs that have been obtained. 

(b) If the residue component does not satisfy the monotonic (or constant) condition, go back to the second step. 

The IMFs and the residual components of the original data are presented in Figure 1, while its boxplots are presented in 
Figure 2. 
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Fig.1: The IMF’s and residual components of the original time series data. 
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Fig.2: The box plot of IMFs and residue. 

3.2 ARIMA methodology 

In this study, ARIMA is used to forecast the daily COVID-19 new cases in Jordan. So, the ARIMA is presented in this 
section in detail. ARIMA or Auto-Regressive Integrated Moving Average model was introduced by [22]. The ARIMA 
method analyzes historical data to extract statistical information and then represents it as a linear aggregation of its own 
related historical values and historical errors. This linear formula is employed to forecast the future values of the time series 
data. 

This method is represented as ARIMA (p, d, q) where p, q ≥1 and d ≥ 0. Such that, these symbols p and q are the degree for 
two statistical components techniques which are Auto Regressive and Moving Average, respectively. While d represents 
the degree of stationarity difference. If d >0 this means the time series data is not stationary, which means, the primary time 
series has a trend and/or seasonality that must be removed [23]. The differencing degree d represents the number of 
different times that the time series needs to be stationary. To check if the time series is stationary or not, there are two 
useful tests that are employed in this study. These tests are the rolling statistics and the Augmented Dickey-Fuller test [24]. 

Mathematically, If we have a time series data Xt of real numbers and the integer t represents the index of Xt, then this time 
series Xt can be written ARIMA (p, q) model by the following formula: 

Xt− φ1Xt−1 − · · · − φpXt−p= εt+ θ1εt−1 + · · · + θqεt−q, 

or equivalently [25] by 

;1 − ∑ ∅!𝐿!
-
!#$ >𝑋( =	 ;1 − ∑ 𝜃!𝐿!

.
!#$ >𝜀(         (8)                                      

where L represents the lag operator, the φi represent the coefficients of the auto-regressive component of the method, the θi 

represent the coefficients of the moving average component and the εt represent the error expression. The error expression εt 

are usually possessing the white noise distribution (an independent, identically, and standard normal distribution) [26]. The 
maximum order of p is selected by using the partial auto-correlation function (PACF). Also, the maximum order of q is 
determined using the autocorrelation function (ACF) [27]. And the coefficients φ1, ..., φp and θ1, ..., θq are selected by using 
the Corrected Akaike’s information criterion (AICc) by [28]. 

In literature, several studies employed the ARIMA models in forecasting. The result of these studies was accurate and 
useful. some of these studies are presented following. The authors in [29] seven-days forecast the dynamics of confirmed 
Covid-19 cases for several European countries using ARIMA (1,2,0). In [30], the ARIMA (3,2,6), ARIMA (4,2,6), ARIMA 
(0,2,1), and ARIMA (4,2,8) models are the dynamics of COVID-19 epidemic in four selected Indian states. Also, the 
ARIMA (4,2,7) model is applied to the dynamics of the COVID-19 epidemic in India. While, in [31] the ARIMA (2, 2, 2) 
model is applied to forecast the next 20 days of confirmed COVID-19 cases in India. 

3.3Fourier transform 

The Fourier transform (FT) is the conversion of the signal of data from the original domain to the frequency domain 
representation [32]. In this study, the fast Fourier transform (FFT) has been employed to estimate the spectral density of the 
IMFs time series components. The FFT is a mathematical technique for computing the finite discrete FT of signal data [33]. 
The discrete FT of finite length can be written as the following mathematical formula [34]. Given that y0, . . . yN−1 be the N 
data points of a time series. Then, this time series can be written by discrete FT as the following equation. 
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12 3 4 5 6 

Fig.3: The Frequency for the IMFs components with the threshold criteria equal to 0.01 

Figure 3 presents the frequency for the IMFs components with the threshold criteria equal to 0.01 by the red horizontal line. 
Based on this line, the IMF1, IMF2, and IMF3 are high frequencies. While the IMF4, IMF5, and IMF6 are low- frequencies. 

3.4 Statistical techniques for consideration method 

In this study, the enhanced hybrid EMD-ARIMA method is compared with eight forecasting methods. These methods are 
ETS, HW, ARIMA, RW, STS, the taf, and EMD-HW. These forecasting methods were selected according to their degree 
of accuracy in forecasting time series data and their capacity to deal with the salient attribute of the data. 

ETS is the exponential smoothing algorithm, the ETS method has been employed to forecast time series in several studies 
such as [35, 36, 37]. HW is the Holt-Winters forecasting method [38]. The HW was used in a number of forecasting 
studies, and the performance of the HW forecasting model was outstanding in the performance metrics used in [39, 40]. 
STS has been compared with other forecasting methods, and the performance of the STS method with the other methods 
was equally well [41]. The ARIMA models are used in order to validate the forecasting performance of the proposed 
forecasting model. RW is the random walk forecasting method, this method has been employed to improve forecasting 
results in several studies such as [42, 43, 44]. 

4 Enhanced hybrid of Empirical Mode Decomposition with autoregressive integrated Moving 
Average Model 

In this part of the study, we will present the methodology of the proposed method in detail. The methodology of the 
Enhanced hybrid of EMD-ARIMA consists of six steps. Figure 4 presents the flow chart Enhanced hybrid of EMD- 
ARIMA. 

1. The EMD is applied on the COVID-19 Pandemic in Jordan, this data is denoted by xt. As a result of this step, six IMFs 
components with one residue will be obtained. these components are presented in Figure 1. 

2. The Fourier transform is employed to transform the IMFs components from the time domain into the frequency 
domain. The results of this step are presented in Figure 3. 

3. Based on the IMFs frequency, these components are divided into two sets. These sets are high frequency and low 
frequency with 0.01 threshold criteria. 

4. The ARIMA method is applied on each of the low-frequency components and residual to forecast 6 points ahead. 

5. Then, the forecasting results of the high-frequency IMF and residual are aggregated to get the final forecasting output. 

6. The result of the proposed method is compared with the results of eight forecasting methods using seven forecasting 
accuracy measurements. 
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Fig.4: The Enhanced hybrid of the EMD-ARIMA flowchart. 

5 Data 

In this study, the COVID-19 time series data of Jordan are used. These data cover the period from 2/3/2020 (the date of the 
first case was shown in Jordan) to 26/3/2022 (the date for this study is done). Table 1 presents the basic statistics of the 
original data. This interval covers around two years (two time series periods). Figure 5 presents the original data with 728 
observations. Figure 6 presents the box plot of the original data, which shows the density of this data is positively skewed. 
Moreover, the KPSS (Kwiatkowski-Phillips-Schmidt-Shin [45]), RESET (Ramsey Regression Equation 

Table 1: The basic statistics of the original data. 
Mean Median Min Max S.Deviation Skewness Kurtosis 

2250.41 1021.5 0 22720 3475.5 3.11 11.89 

Specification Error Test [46]), BP (Breusch-Pagan test [47]) has been applied on the original data. Based on the p-value of 
these tests, the time series is significantly non-linear and non-stationary, it has a high heteroscedasticity attribute also. 
Based on the mathematical pattern and statistical attributes of the new cases of the COVID-19 pandemic data in Jordan. 
This time series data significantly suitable for testing the performance of the proposed forecasting method in this study (the 
enhanced hybrid EMD-ARIMA). Moreover, no substantial work in the literature analyzed and forecast the new cases of the 
COVID-19 pandemic data in Jordan, while forecasting t the new cases of the COVID-19 pandemic data is one of the most 
important research topics at this time. 
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Fig.5: The plot of the original data 

To evaluate the proposed forecasting method in this study, the time series is partitioned into two sets. The observations 
from day-1 into day−m will be the first set. This data set is employed to select the suitable forecasting method. The second 
set is the observations from day−(m + 1) into day-N (the last observation). This data set is reserved for out-of-sample 
evaluation, which is employed to make a comparison of the accuracy with the selected forecasting methods. In this study, 
the observation number is N = 728, the first set is m = 722. The second set is h= 6. 
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Fig. 6: The box plot of the original data 

6 Result and Discussion 

In this study, the number of new daily cases of COVID-19 in Jordan is employed to present the forecasting performance for 
the Enhanced hybrid of the END-ARIMA method. Seven forecasting methodologies are applied in order to confirm the 
forecasting performance accuracy of the newly proposed forecasting method (Enhanced hybrid of EMD-ARIMA). The first 
part of the proposed methodology is to input the original data into the EMD. As a result of this part are six IMF’s 
components with one residual, these components and residual are presented in Figure 1. The second part of the proposed 
method is applying the FFT six IMF’s components to estimate the maximum frequency value of each one. Then, we cluster 
IMF’s components into high-frequency and low-frequency. The frequency of IMF’s components is presented in Figure 3. 
As a result of this part, the IMFs 4, 5, and 6 are low-frequency IMFs components. The third part aims to apply the ARIMA 
technique to residual and low-frequency IMFs, to forecast the COVID-19 daily new cases in Jordan with six-day ahead. In 
this part, our object is to choose the fit ARIMA model of each low-frequency IMFs and residual. We go over all the 
possible models for each of these components and select the ARIMA model which has the lowest AIC-value. Table 2 
presents the order and the AIC- value for the fit ARIMA Model of residual and IMFs components. The AIC value of a 
model is estimated by applying the Equation 10, such that; k is the number of estimated parameters in the model, Lˆ is the 
maximized value of the likelihood function for the model. 

AIC = 2𝑘 − 2ln(𝐿ˆ)             (10) 

Table 2: The order and the AIC- value for the fit ARIMA Model of residual and IMFs components. 
Component ARIMA(p, d, q) Suitable AIC -value 

Residual ARIMA(0,2,5) −4098.39 
IMF6 ARIMA(0,0,0) 11720.89 

ARIMA(0,1,4) 4061.32 IMF5 
ARIMA(4,1,1) 2377.79 IMF4 

To show the performance of the proposed forecasting method (Enhanced Hybrid EMD-ARIMA) for the new cases of the 
COVID-19 pandemic in Jordan, forecasting evaluation methods will be used, which are deeply have been employed in the 
literature. Table 3 presents seven accuracy evaluations with their mathematical form. These formulas will be employed to 
estimate the forecasting error for each technique. Such that y represents the forecast amount of the actual value y at time 
period i from the input real-time series data. 

Table 3: Error measures are used in study 
 Name of measure error Formula of measure error 

1 Mean Error [48] ME 1n  y y 

= n ∑( i− ^i) 

i=1  

RMSE =q 1 ∑n  (yi− y^i)2 

n  i=1 

MAE = 1 ∑n  |yi− yi| 

MPE n  i=1 ^ 

= 100% ∑n yi−y^i 

n i=1  yi 

2 Root Mean Squared Error [49] 

3 Mean Absolute Error [50] 

4 Mean Percentage Error 

5 Mean Absolute Percentage Error 
[51] 

6 Mean Absolute Scaled Error [52] 

7 Theil’s U-statistic [53] 
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Table 4 displays the accuracy of eight forecasting methods by seven forecasting measures. These functions are ME, RMSE, 
MAE, MPE, MAPE, MASE, and TheilU. While the forecasting models are the proposed method (Enhanced Hybrid EMD-
ARIMA) with seven selected forecasting methods. These values (in Table 4) present the forecasting accuracy of eight 
methods for forecasting at h = 6 for the new daily COVID-19 cases time series data of Jordan. Based on the error values in 
Table 4, the proposed method (Enhanced Hybrid EMD-ARIMA) has achieved the minimum error values in each of the 
seven error functions in Table 4. For example, in the MAPE column values, the Enhanced Hybrid EMD-ARIMA method is 
equal to 23.979, which is the lowest value of this column (38.744, 38.728, 35.552, 38.817, 39.015, 38.809, 45.583, 23.979). 
As the rest of the columns have the same feature, the error value of the proposed forecasting method has the lowest value of 
error compared to the seven existing forecasting methods. These values (in Table 4) appear that the forecast accuracy for 
EMD-ARIMA is superior to the eight selected forecasting methods. This can suggest that the Enhanced Hybrid EMD-
ARIMA model captures all of the patterns in the new cases of the COVID-19 pandemic in Jordan. This indicates the 
proposed forecasting method is very suitable to be implied to forecast this type of data, which is the new cases for COVID-
19 pandemic in Jordan. 

7 Conclusion 

In this study, a new enhanced hybrid forecasting technique was presented. This technique contains the empirical mode 
decomposition (EMD) with the auto-regressive integrated moving average model (ARIMA); it’s denoted by (EMD-
ARIMA). This method was applied by one of the most critical data, which is the daily new COVID-19 cases in Jordan. 
Seven forecasting accuracy measures are employed in this study to compare the new enhanced hybrid technique with seven 
existing forecasting methods. The comparison showed that the results of the EMD-ARIMA forecasting method are more 
accurate than the results of the seven selected methods. 
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