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Abstract: In this paper, We study the non-linear sin Gordon equation as a numerical solution using two methods.: the finite differences

method and the non-standard finite differences method. A comparison is presented between the numerical results of both methods.The

stability of two schemes is conditionally stable.Some tables and figures are presented to illustrate our results.
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1 Introduction

Differential equations represent the best way to describe
most of the most effective engineering, mathematical and
scientific problems. This is evident when describing heat
transfer processes, inhibitor flow, wave motion in
electronic circuits, and the analysis of chemical reactions
using mathematics. Applications of the nonlinear
sine-Gordon equation include the transmission of fluxions
in Josephson junctions [1], differential geometry. fluid
motion stability, nonlinear physics, and practical sciences
[2]. Numerous problems in numerous branches of applied
mathematics, physics, and engineering take the form of
non-linear wave problems. One of the most important
non-linear wave equations is the one-dimensional
sin-Gordon equation there are non-linear problems that
do not have known analytic solutions. Ben-Yu et al. [3]
proposed two distinct strategies to resolve the finite
differences. By Bratsos and Twizell [4] The method of
lines is used to transform the initial/boundary-value
problem associated with the nonlinear hyperbolic
sine-Gordon equation, into a first-order, nonlinear,
initial-value problem. In [5], Mohebbi and Dehghan
introduced a method based on using the diagonally
implicit Runge-Kutta-Nyström (DIRKN) method and the
compact finite difference scheme, respectively, for the

spatial and temporal components. We apply a limited
approximation to the finite difference. And also presented
the initial/boundary value problem associated with
sin-Gordon equation nonlinear initial value problem by
Bratsos and Twizell [6] using the method of lines.
Schatzman and Evry [7] Use a chart that is divided into
two areas by a nearly vertical line. In A. El-Sayed [8]
continuing to solve the initial value problem. In Ketabchi
and Moosaei [9] use the optimal correction equation for
the absolute value of error. And T.D Taylor[10] the
one-dimensional equations of inviscid fluid flow are
integrated for shock waves, contact surfaces, and
rarefaction waves using the numerical techniques. Both
use Shamardan [11] and Christie [12] the finite element
technique for nonlinear problems. In A.A. Soliman[13]
and [14] use induction using the Van Neumann method
that is used. In Khomeriki and Ramaz [15] used the Sine
equation Cordon as a non-linear wave equation for the
phenomenon of bistable behavior (Bistable Behavior).
The explanation for this phenomenon analytically and
numerically to study the time system.And also studied
Shohet, J. Leon[16] the nonlinear model of the
Sine-Gordon equation that describes the magnetic
hydrodynamic patterns. In L. Zhang a finite difference
technique that is energy-conservative was suggested. It
was established that the various solutions were stable and
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converged. In Raslan[18] solving partial differential
equations such as the wave equation and other nonlinear
equations. Sewell,Granville [19] the 2D sine-Gordon
equation has new solutions. In Johnson and Suarez [20]
The 2D sine-Gordon equation is domain wall collision
has, as far as the authors are aware, not been reported in
the literature, is of particular interest. We consider the
following one-dimensional sine-Gordon equation

vtt − vxx + sinv = 0. (1)

The sine-Gordon equation has been numerically solved
using a number of different schemes that have been
developed in the literature. to find the numerical solution
of the partial differential equation substituted by
approximates of the finite difference method or
non-stander finite difference method in the partial
differential equation. Then we get the difference scheme,
which can be solved using the Mathematica program. The
structure of this paper is as follows. Section 2 displays the
problem of the sin Gordon equation. In section 3, finite
difference method. In sections 4 and 5, stability analysis
and local truncation error of finite difference for
Sin-Gorden equation. In section 6, non-stander finite
difference method. In sections 7 and 8, stability analysis
and local truncation error of non-stander finite difference
for Sin-Gorden equation. where we developed two
schemes that are conditionally stable for solving the
sin-Gordon equation, this scheme is based on the finite
difference method and the nonstandard finite difference
method, the stability analysis of the two schemes is
discussed, and we show that the two schemes are
conditionally stable, the numerical results are obtained
and discussed.

2 The problem

The Sine-Gordon equation formula

vtt(x, t) = vxx(x, t)− sinv, 0 ≤ x ≤ l, t > 0,

where subscripts x and t stands for difference, subject to
the conditions

boundary conditions

v(0, t) = v(1, t) = 0,∀t > 0

with initial conditions

v(x,0) = f (x),

and
vt(x,0) = g(x),0 ≤ x ≤ l

the exact solution is:

v(x, t) =
1

2
(sin π(x+ t)+ sinπ(x− t)).

The x − axis step size was selected h = l
M

where M

is a positive integer number, then select a time step size
k,k > 0.

3 Finite Difference method

solving the Sine-Gordon equation problem using the
finite difference approach. First, we present the derivative
approximation shown below.

(V
j

i )tt =
1

k2
[V

j+1
i − 2V

j
i +V

j−1
i ]+O(k)2 (2)

(V
j

i )xx =
1

h2
[V

j
i+1 − 2V

j
i +V

j
i−1]+O(h2), (3)

where xi = ih, t j = jk, i = 0,1...and j = 0,1... where the
quantity associated with time level t j is denoted by the
superscript j, and the quantity associated with space mesh
point xi is denoted by the subscript i.

We now suppose v
j
i at the grid point, that is the exact

solution. (xi, tn) and V
j

i is the approximate numerical
values at the same point. When it occurs, the finite
difference method for (1) becomes

(V j
i )tt − (V j

i )xx + sin(V j
i ) = 0. (4)

Using the difference approximations given by relations
(2) and (3) into (4), then we obtain:

1

k2
[V j+1

i −2V
j

i +V
j−1

i ] =
1

h2
[V j

i+1−2V
j

i +V
j

i−1]−sin(V j
i ),

(5)
which can be written further as:

V
j+1

i = r2[V j
i+1 − 2V

j
i +V

j
i−1]+ 2V

j
i −V

j−1
i − sin(V j

i )

The scheme of finite differences is

V
j+1

i = r2V
j

i−1 + 2(1− r2)V
j

i + r2V
j

i+1 −V
j−1

i

− k2 sin(V j
i ), r2 =

k2

h2
.

(6)

Through this scheme, it is possible to obtain, a system
of algebra for the equation that can be solved to option
the numerical solution.Now we talk about the stability and
local truncation error method.

4 Stability analysis of Finite Difference

Scheme

Lemma 1.The method of finite differences (6) is a

conditionally stable.

Proof.The stability of the system will be investigated
using the Von-Neumann theory concept of the growth of
the Fourier mode using the finite difference method
defined as:

V
j

i = ξ jeIkih
, I =

√
−1, (7)
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where h is the element size and k is the mode number.

To use the von Neumann method to Eq.(1), we use the

following linearization of the nonlinear term sin(V j
i ) =V .

The scheme becomes

V
j+1

i = r2V
j

i−1+2(1−r2)V j
i +r2V

j
i+1−V

j−1
i −k2V

j
i . (8)

Next, substitute (7) into (8) yields

ξ j+1 = gξ j
, (9)

where g is the growth factor and we obtain from (8) and (9

g2 − 2g[1− k2

2
− 2r2 sin2(

kh

2
)]+ 1 = 0. (10)

Let the equation’s roots be (12) g1 and g2 so that

g1g2 = 1, and g1 + g2 = 1 − k2

2
− 2r2 sin2( kh

2
), we can

prove that

| 1− k2

2
− 2r2 sin2(

kh

2
) |≤ 1 (11)

−1 ≤ 1− k2

2
− 2r2 sin2(

kh

2
)≤ 1 (12)

That is, r2 = k2

h2 cannot be a negative quantity, that is

the inequality (11) leads to r2 > 0, and this is true.in order
to satisfy the inequality (12) we need

−2 ≤−k2

2
− 2r2 sin2(

kh

2
)≤ 0

0 ≤ k2

2
+ 2r2 sin2(

kh

2
)≤ 2

0 ≤ k2

2
+ 2r2 sin2(

kh

2
)≤ 2

r2 =
4− k2

4
= 1− k2

4
, (13)

Therefore

−
√

1− k2

4
≤ r ≤

√

1− k2

4
, (14)

then the Von-Neumann method can get the quadratic
algebraic equation from (10) can be expressed as

g2 − 2gsinθ + 1 = 0

g = sinθ ±
√

sinθ 2 − 1 (15)

where sinθ = 1− k2

2
− 2r2 sin2( kh

2
), thus (15) yields

| g1 |=| g2 |= 1. The finite difference method is hence
conditionally stable.

5 Local Truncation Error of Finite

Difference method

Lemma 2.The finite difference method (6) is truncation

error, τ j
i is of order (k2 + h2).

Proof.To investigate the scheme’s accuracy (6) We
expand all concepts related to the point (xi, t j) using
Taylor’s series. Now, give the local truncation error

τ j
i =

1

k2
(v j+1

i − v
j
i + v

j−1
i )

− 1

(h)2
[v

j
i+1 − 2v

j
i + v

j
i−1]+ sinv

j
i ,

(16)

using Taylor’s series expansion we get

1

k2
(v j+1

i −v
j
i +v

j−1
i ) = (

∂ 2v

∂ t2
) j

i +
△(t)2

12!
(

∂ 4v

∂ t4
) j

i + ... (17)

1

(h)2
[v j

i+1 − 2v
j
i + v

j
i−1] = (

∂ 2v

∂x2
) j

i +
△(x)2

12!
(

∂ 4v

∂x4
) j

i + ...

(18)
Substitution from (17)and(18) into (16)

τ j
i = (

∂ 2v

∂ t2
− ∂ 2v

∂ t2
+ sinv) j

i +
△(t)2

12!
(

∂ 4v

∂ t4
) j

i

− △(x)2

12!
(

∂ 4v

∂x4
)

j
i + ...

(19)

But is the solution of differential (1), so

(
∂ 2v

∂ t2
− ∂ 2v

∂ t2
+ sinv)

j
i = 0.

In view of this, the main part of the local truncation
error is

△(t)2

12!
(

∂ 4v

∂ t4
) j

i −
△(x)2

12!
(

∂ 4v

∂x4
) j

i + ... (20)

The local truncation error is a result

τ j
i = O(k2 + h2). (21)

6 Non-standard Finite Difference method

Solving the Sine-Gordon equation problem using the non-
standard finite difference approach. First, we present the
derivative approximation shown below.

(V j
i )tt =

1

ϕ(k2)
[V j+1

i − 2V
j

i +V
j−1

i ]+O(k)2 (22)

(V
j

i )xx =
1

β (h2)
[V

j
i+1 − 2V

j
i +V

j
i−1]+O(h2), (23)
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where ϕ(k) = sin(k),β (h) = sin(h),xi = ih,t j = jk,
i = 0,1...and j = 0,1... where the quantity associated
with time level t j is denoted by the superscript j, and the
quantity associated with space mesh point xi is denoted

by the subscript i. We now suppose v
j
i at the grid point,

that is the exact solution. (xi, tn) and V
j

i is the approximate
numerical values at the same point. When it occurs, the
nonstandard finite difference method for (1) becomes

1

ϕ(k2)
[V

j+1
i −V

j
i +V

j−1
i ] =

1

β (h2)
[V

j
i+1 − 2V

j
i +V

j
i−1]

− sinV
j

i .

(24)

The scheme of nonstandard finite differences is

V
j+1

i = r2V
j

i−1 + 2(1− r2)V
j

i + r2V
j

i+1 −V
j−1

i

−ϕ(k2)sinV
j

i , ...r
2

=
ϕ(k2)

β (h2)
.

(25)

Through this scheme, it is possible to obtain, a system of
algebra for the equation that can be solved to option the
numerical solution. Now we talk about the stability and
local truncation error method.

7 Stability analysis of Non-standard Finite

Difference Scheme

Lemma 3.The method of non-standard finite differences

(25) is a conditionally stable.

Proof.The stability of the system will be investigated
using the Von-Neumann theory concept of the growth of
the Fourier mode using the nonstandard finite difference
method as:

V
j

i = ξ jeIkih
, I =

√
−1, (26)

where h is the element size and k is the mode number.
To use the von Neumann method to (1), we use the the

following linearization of the nonlinear term sin(V j
i ) =V.

The schem becomes

V
j+1

i = r2V
j

i−1 + 2(1− r2)V j
i + r2V

j
i+1 −V

j−1
i −ϕ(k)2V

j
i .

(27)
Next, substitute (26) into (27) yields

ξ j+1 = gξ j
, (28)

where g is the growth factor and we obtain from (27) and
(28)

g2 − 2g[1− ϕ(k)2

2
− 2r2 sin2(

ϕ(k)β (h)

2
)]+ 1 = 0. (29)

Let the equation’s roots be (29) g1 and g2 so that

g1g2 = 1, and g1 + g2 = 1− ϕ(k)2

2
− 2r2 sin2(ϕ(k)β (h)

2
), we

can prove that

| 1− ϕ(k)2

2
− 2r2 sin2(

ϕ(k)β (h)

2
) |≤ 1. (30)

−1 ≤ 1− ϕ(k)2

2
− 2r2 sin2(

ϕ(k)β (h)

2
)≤ 1. (31)

That is, r2 = k2

h2 cannot be a negative quantity, that is

the inequality (30) leads to r2
> 0, and this is true.in order

to satisfy the inequality (31) we need

−2 ≤−ϕ(k)2

2
− 2r2 sin2(

ϕ(k)β (h)

2
)≤ 0,

0 ≤ ϕ(k)2

2
+ 2r2 sin2(

ϕ(k)β (h)

2
)≤ 2,

r2 =
4−ϕ(k)2

4
= 1− ϕ(k)2

4
, (32)

−
√

1− ϕ(k)2

4
≤ r ≤

√

1− ϕ(k)2

4
. (33)

Then the Von-Neumann method can get the quadratic
algebraic equation from (29) can be expressed as

g2 − 2gsinθ + 1 = 0,

g = sin θ ±
√

sinθ 2 − 1, (34)

where sinθ = 1 − ϕ(k)2

2
− 2r2 sin2(ϕ(k)β (h)

2
), and

ϕ(k) = sin(k),β (h2) = sin(h). Thus (34) yields
| g1 |=| g2 |= 1. The nonstandard finite difference method
is hence conditionally stable.

8 Local Truncation Error of Non-standard

Finite Difference method

Lemma 4.The nonstandard finite difference method (25) is

truncation error, τ
j

i is of order (k2 + h2). nonstandard

Proof.To investigate the scheme’s accuracy (25) We
expand all concepts related to the point (xi, t j) using
Taylor’s series. Now, give the local truncation error

τ
j

i =
1

k2
(v

j+1
i − v

j
i + v

j−1
i )

− 1

(h)2
[v

j
i+1 − 2v

j
i + v

j
i−1]+ sinv

j
i .

(35)
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Using Taylor’s series expansion we get

1

k2
(v j+1

i −v
j
i +v

j−1
i ) = (

∂ 2v

∂ t2
) j

i +
△(t)2

12!
(

∂ 4v

∂ t4
) j

i + ... (36)

1

(h)2
[v

j
i+1 − 2v

j
i + v

j
i−1] = (

∂ 2v

∂x2
)

j
i +

△(x)2

12!
(

∂ 4v

∂x4
)

j
i + ...

(37)
Substitution from (36) and (37) into (35)

τ j
i = (

∂ 2v

∂ t2
− ∂ 2v

∂ t2
+ sinv) j

i +
△(t)2

12!
(

∂ 4v

∂ t4
) j

i

− △(x)2

12!
(

∂ 4v

∂x4
)

j
i + ...

(38)

But is the solution of differential (1), so

(
∂ 2v

∂ t2
− ∂ 2v

∂ t2
+ sinv)

j
i = 0.

Then,
△(t)2

12!
(

∂ 4v

∂ t4
) j

i −
△(x)2

12!
(

∂ 4v

∂x4
) j

i + ... (39)

The local truncation error is a result

τ
j

i = O(k2 + h2). (40)

9 Numerical solution and results

In this section, the Sine-Gordon equation’s numerical
solutions for a test problem are obtaines and used our
scheme of the nonstandard finite difference method and
the finite difference method solve problems of partial
differential equation.to illustrate The precision and
effectiveness of the scheme. We use the absolute value of
the error [16] to means the difference between the
numerical and exact solution, the results obtained are
tabulated inTables 1-4, all computations for these
examples are performed by using Mathematica 11.

examples: we considerThe Sine-Gordon equation
formula

vtt(x, t) = vxx(x, t)− sinv, 0 ≤ x ≤ 1,∀t > 0

bondary conditions

v(0, t) = v(1, t) = 0,∀t > 0

with initial conditions

v(x,0) = f (x),

and
vt(x,0) = g(x),0 ≤ x ≤ 1.

The exact solution is:

v(x, t) =
1

2
(sin π(x+ t)+ sinπ(x− t)).

Table 1: Exact solution and numerical results using FDM (case

1)

xi Exact solution FDM Absolute error

0 0 0 0

0.1 0.305212 0.304948 0.000263988

0.2 0.580549 0.580075 0.000473499

0.3 0.799057 0.798452 0.000604315

0.4 0.939347 0.938681 0.000666564

0.5 0.987688 0.987005 0.000683555

0.6 0.939347 0.938681 0.000666564

0.7 0.799057 0.798452 0.000604315

0.8 0.580549 0.580075 0.000473499

0.9 0.305212 0.304948 0.000263988

1 0 0 0

Table 2: Exact solution and numerical results using NSFDM

(case) 1

xi Exact solution Ns-FDM Absolute error

0 0 0 0

0.1 0.305212 0.304936 0.000276306

0.2 0.580549 0.580052 0.000496933

0.3 0.799057 0.79842 0.000636573

0.4 0.939347 0.938643 0.000704488

0.5 0.987688 0.986965 0.000723432

0.6 0.939347 0.938643 0.000704488

0.7 0.799057 0.79842 0.000636573

0.8 0.580549 0.580052 0.000496933

0.9 0.305212 0.304936 0.000276306

1 0 0 0

–Case 1: use sizes of steps h = 0.1 and k = 0.001,M =
50,N = 10.

–Case 2: when using sizes of steps h = 0.1,and
k = 0.00001,M = 100,N = 10.

Now, we use the finite difference method and the
non-standard finite difference method to find the
numerical solution for this example. Table [1 − 4] and
Figure [1 − 4] below give the approximate solution for
this example and its comparison to the exact solution. and
also find the absolute error.
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Table 3: Exact solution and numerical results using FDM ( case

2)

xi Exact solution FDM Absolute error

0 0 0 0

0.1 0.309015 0.309015 1.22915×10−7

0.2 0.587782 0.587782 2.2194×10−7

0.3 0.809013 0.809013 2.85862×10−7

0.4 0.951052 0.951052 3.17923×10−7

0.5 0.999995 0.999995 3.27131×10−7

0.6 0.951052 0.951052 3.17923×10−7

0.7 0.809013 0.809013 2.85862×10−7

0.8 0.587782 0.587782 2.2194×10−7

0.9 0.309015 0.309015 1.22915×10−7

1 0 0 0

Table 4: Exact solution and numerical results using NSFDM (

case 2)

xi Exact solution Ns-FDM Absolute error

0 0 0 0

0.1 0.309015 0.309015 1.27916×10−7

0.2 0.587782 0.587782 2.31453×10−7

0.3 0.809013 0.809013 2.98955×10−7

0.4 0.951052 0.951052 3.33314×10−7

0.5 0.999995 0.999995 3.43314×10−7

0.6 0.951052 0.951052 3.33314×10−7

0.7 0.809013 0.809013 2.98955×10−7

0.8 0.587782 0.587782 2.31453×10−7

0.9 0.309015 0.309015 1.27916×10−7

1 0 0 0

Fig. 1: Approximate and exact solution Using FDM at k =
0.001,h = 0.1.

10 Conclusions

In this paper, we studied the solution nonlinear sin
Gordon equation using the finite difference method with

Fig. 2: Approximate and exact solution using NSFDM at k =
0.001,h = 0.1.

Fig. 3: Approximate and exact solution using FDM at k =
0.00001,h = 0.1.

Fig. 4: Approximate and exact solution using NSFDM at k =
0.00001,h = 0.1.
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the non-nonstandard finite difference method. Two Cases
are presentedin the example and the exact solution and
approximate solution to the problem are shown as shown
in Case 1 and Case 2 was obtained by our method. and we
made a comparison of their result with the exact solution
to demonstrate the efficiency of the proposed method and
show that the approximate solution converges to the exact
solution. The absolute error obtained indicated that our
method can give a good approximation of the finite
difference method of the Sine-Gorden equation. The
stability analysis of both methods used to solve the
Sein-Gordon equation using Von-Neumann theory is
found to be conditionally stable.
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