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Abstract: The purpose of this study is to obtain the best approach in longitudinal data using Path Nonparametric Truncated 
Spline with PLS and PWLS approach. The data used in this study is longitudinal generation data. There are three variables, 
five levels of autocorrelation, and the data does not meet the assumption of linearity. The degree of autocorrelation is 
divided into very low autocorrelation (|0.01-0.20|), low (|0.21-0.40|), moderate (|0.41-0.60|), high (|0.61-0.80|), and very 
high (|0.81-1.00|). The analysis used is path nonparametric truncated spline with PLS and PWLS approach. The result of 
this research is the estimation of nonparametric path function using PLS and PWLS approach on various interactions. 
Based on the Relative Efficiency (ER) value obtained, PWLS approach is a better approach than PLS approach at all levels 
of autocorrelation when the number of observations in the subject is five (T=5). On the number of observations in fifteen 
and twenty subjects (T=15, 20), PWLS approach was better than PLS approach when the autocorrelation of the data was 
more than 0.20. The originality of this research is the development of a nonparametric path with the PLS and PWLS 
approach that is able to obtain the best approach in limitations of autocorrelation between observations and in one subject 
are interconnected. There has been no previous research that has examined the best approach of a path nonparametric with 
PLS and PWLS approach.  
 

Keywords: Longitudinal Data, Path Nonparametric Truncated Spline, PLS, PWLS. 

 

1 Introduction 

Path analysis is a development of regression analysis where the analysis can accommodate several structural equations [5]. 
Structural equations in path have characteristics that involve at least one exogenous variable, at least one intervening 
endogenous variable and there is one pure endogenous variable [7]. Exogenous variables are variables that can affect pure 
endogenous variables, and intervening variables are intermediary exogenous variables that affect pure endogenous 
variables. 

Similar to regression analysis, path also has several assumptions, including linearity assumptions, residual normality 
assumptions and homoscedasticity assumptions [16]. The linearity assumption is an assumption that must first be met 
before the path is carried out. Path analysis assumes that the relationship between exogenous variables and endogenous 
variables can be explained through a known function and that function is a linear function. If this assumption is violated, it 
is impossible to estimate path [3]. 

Path Nonparametric analysis can be used if the linearity assumption is not met or the relationship pattern between 
exogenous variables and endogenous variables is unknown. A popular nonparametric path analysis is the nonparametric 
path truncated spline. Spline has the ability to generalize complex and complex statistical modeling very well. One of the 
splines that are of interest in applications is the truncated spline [1]. 

In this study we apply longitudinal data. Longitudinal Data is data collected where each subject has two or more 
specific observation time periods. According to [18], the nature of longitudinal data is independent between observations 
and dependent between observations within the subject. The nature of the dependence on observations in this subject gives 
rise to autocorrelation. 

Autocorrelation in longitudinal data is a close relationship between one observation and another in one subject. In 
parametric analysis, autocorrelation in the data will cause the variance of the estimator to be no longer minimum even 
though it remains unbiased [8], this also applies to path because the variance of the estimated function is no longer 
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minimum. Therefore, autocorrelation is a problem to be solved. The approach commonly used in estimating path is PLS 
(Penalized Least Square) but when there is autocorrelation in the data, it must be weighted using the PWLS (Penalized 
Weighted Least Square) [7]. 

This study examines the comparison of nonparametric path on longitudinal data. The data design in this study is 
longitudinal with three variables, five levels of autocorrelation, and does not meet the assumption of linearity. Generating 
data is the best alternative because of some of the constraints that have been mentioned above. By comparing the level of 
autocorrelation, it is hoped that the researcher will be able to obtain the optimum level of autocorrelation on the 
longitudinal data modeled by nonparametric path. 
 
2 Materials and Methods 

2.1 Data Longitudinal 

According to [18], longitudinal data is data that is observed in certain time periods and carried out on several individuals. In 
longitudinal data between one individual in a group and another individual is considered independent but between 
observations in one individual is considered dependent [4]. 

There are three advantages of using longitudinal data compared to cross section data. First, longitudinal data more 
powerful than cross-sectional data because it can obtain the same statistical test power even though the number of subjects 
is smaller. Second, with the same number of subjects the error measurement results produce a more efficient estimator of 
the treatment effect. Third, longitudinal data can provide information about individual changes. 

2.2 Path Nonparametric 

Path Parametric analysis differ from the relationship pattern between exogenous variables and endogenous variables [1]. 
Exogenous variables are variables that can affect pure endogenous variables, and intervening variables are intermediary 
exogenous variables that affect pure endogenous variables. In linear patterns or known patterns of relationships between 
exogenous and endogenous variables, the analysis used is path, while in non-linear patterns or unknown relationship 
patterns the analysis used is nonparametric path. The relationship between endogenous and exogenous variables in path 
nonparametric f(x) where the function f(x) is a function whose form is not yet known [11]. One method to estimate the 
function f(x) on a nonparametric path is to use a truncated spline.  

2.3 Model Path Nonparametric Truncated Spline Data Longitudinal 

This study has the path nonparametric truncated spline 
 

                                         (1) 
            (2) 
 
With: 

 : is an exogenous variable, i is subject ,t is observations 

 : intervening variable, i is subject ,t is observations 

 : is a pure endogenous variable, i is subject ,t is observations 
 : number of subjects 
 : number of observations in each subject 

 : random error in the truncated spline first 

 : random error in the truncated spline second 
According to [13], splines are parts or pieces of a polynomial that have segmented and continuous (truncated) properties. 

[13] conducted a study with a regression curve f approximated by the spline function f knots K. Knot point (K) on 
the truncated spline is used to cut the function in order to get the right estimate. In matrix form it is stated as follows: 
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In matrix form, the spline regression model is presented as follows: 
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It can also be written as: 
                          (5) 

Furthermore, parameter estimation  

                        (6) 
 
is obtained using the least square method, the optimization solution is as follows: 
 

  (7) 

Comparison of PLS and PWLS 

In the spline to estimate the regression curve is as follows [2]. 
 

                         (8) 

 
The function in equation 8 is aspline obtained by minimizing the Penalized Least Square (PLS). Goodness of fit is a 
function to measure the fit is on the first segment, while roughness penalty which is a function to measure the roughness of 
the curve is on the second segment. Estimating the regression curve  by minimizing PLS is equivalent to the PWLS 

approach without considering the presence of autocorrelation. According to [4], if there is paired data following  

and  estimate spline that minimizes PWLS is as follows. 

                        (9) 

It is known that  with: 

                        (10) 
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               (11) 

It is stated as follows. 

                  (12) 

Meanwhile, to estimate the regression curve for the case of autocorrelation, the weighting applied also takes into account 
autocorrelation such as matrix (13). 

                (13) 

The form of the matrix  in the matrix (13) can be broken down into the following sub-matrix. 

                (14) 

 

2.4 Relative Efficiency 

In this research, relative efficiency is used to compare path nonparametric truncated spline based on PLS and PWLS. The 
comparison was carried out by ratifying the variance of the residuals for the PLS (weighting ) and PWLS (weighting 

) estimators. 

                     (15) 

(Wackerly et al., 2014) 
Description:      

: Variation of residuals in the PWLS function (Weighting ) : Variance of residuals on the PLS function 
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 If the result of the calculation is more than one, it can be stated that the path nonparametric truncated spline based 
on PWLS (Weighter ) is better than path nonparametric truncated spline based ). 
 

The statistical application should not be complicated and difficult, it should rather be simple and easy so that it is 
user-friendly [15]. 

2.5 Data Source 

The data used in this study are simulation data that meet the following criteria: 
1. The autocorrelation level is divided into five, namely |0.01–0.20|; |0.21-0.40|; |0.41-0.60|; |0.61-0.80|; and |0.81-

1.00|. 
2. Number of subjects N = 4. 
3. Number of observations in subject T =5, 15, and 20. 
4. Maximum iteration is 100 times and there are 30 repetitions (U). 

Steps 

The steps of this research are as follows: 
1. The path analysis diagram used is as shown in Figure 1. 

 
 

 
 

Fig.1: Path Analysis Diagram. 

2. Setting the value  with  is the design time point with the formula . 
3. Generating autocorrelation. 

4. Form a matrix and  generate random error 2NT-variate where  and  with two 
conditions, namely: 
The first condition without any weighting. 
 

 
 
With stated as follows. 
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With stated as follows. 
 

 

In these two conditions, it is determined that EV = 0.01. 
5. Generating residual data according to points 2 and 3. 
6. Generating data on intervening variables and pure endogenous variables with the function  and 

. 

a) For the value obtained from the logit equation  and added to the remainder 

at point 4. 

7. For the value obtained from the logit equation  and added to the remainder at point 

4. 
8. Form a matrix T and form a matrix V with the equation as below. 
9.  
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While the matrix V is like the equation below. 
 

 
 

 
 

 

 
Where: 

 

10. Selecting the optimal smoothing parameter ( ) using the GCV method. 

  

11. Estimating function in PWLS (Weighter ) and PLS ( ) 
The PLS function is as follows. 

 

The PWLS function is as follows. 
 

12. Calculate the MSE on the function with the PWLS (weighting ) and PLS (weighting ) approaches according 
to the equation below. 

 

13. Comparing the results of the path  with PWLS (weighting ) and PLS (weighting ) approaches with 
Relative Efficiency (ER) according to the equation below. 
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3 Results and Discussion 

3.1 Comparison of Estimating Path Nonparametric Truncated Spline 

Following is an example of a comparison of path nonparametric truncated spline at a moderate level of autocorrelation 
(|0.41–0.60|) in the first and second path of the 4th subject shown in figure 2 and figure 3: 
 

 
Fig. 2: Function Path on the 4th Subject Path First Moderate Autocorrelation Level. 

 

 
Fig.3: Function Path on the 4th Subject of the Second Path of Moderate Autocorrelation. 

 
In Figures 2 and 3, the actual value denoted by the blue dot is not visible because it coincides with the predicted results of 
the PWLS (DM) function. The MSE value for the model that considers PWLS (DM) autocorrelation is 0.00004514 while 
for the model that does not consider PLS (TM) autocorrelation is 0.001569191. 

3.2 Relative Efficiency of DM and TM Functions 

Comparison of path nonparametric truncated spline with PWLS (DM Weighting) and PLS (TM Weighting) approaches 
was carried out with Relative Efficiency. 
 

Table 1: The Relative Efficiency of the DM Estimator Function on TM. 
 

Degree 
Autocorrelation 

T=5 T=15 T=20 

|0.01-0.20| 1.313838 1.007006 0.846229 
|0.21-0.40| 2.305355 2.312333 1.676502 
|0.41-0.60| 22.14056 5.812017 5.412136 
|0.61-0.80| 10.55138 5.670869 7.491817 
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Table 1 provides information that at a very low level of autocorrelation with the number of observations in five subjects 
(T=5), the PWLS approach is better than PLS in estimating the function path (ER>1) . This also applies to other 
autocorrelation conditions because the Relative Efficiency value is more than one. 

At a very low level of autocorrelation with the number of observations in fifteen subjects (T=15), the PWLS approach 
was as good as PLS (ER=1). However, in other autocorrelation conditions, the estimation of the path PWLS approach is 
better than PLS because the Relative Efficiency value is already greater than one. 

At a very low level of autocorrelation with the number of observations in twenty subjects (T=20), the PLS approach 
was better than the PWLS approach in estimating the path (ER<1). However, in other autocorrelation conditions, the 
estimation of the path function of the PWLS approach is better than PLS because the Relative Efficiency value is already 
greater than one. 

Based on the Relative Efficiency (ER) value obtained for the number of observations in five subjects (T=5), it can be 
concluded that the estimation of path using the PWLS approach is better than PLS for all levels of autocorrelation from the 
lowest to the highest. 

In the number of observations in fifteen subjects (T=15), path estimation using the PWLS approach was better than 
PLS for all levels of autocorrelation except for very low autocorrelation levels because at very low autocorrelation levels 
PWLS and PLS were equally good (ER was close to one). 

In the number of observations in twenty subjects (T=20) with a very low autocorrelation level, the estimation of path 
using the PLS approach is better than PWLS. On the other level of autocorrelation, path estimation using PWLS approach 
is better than PLS. 

Based on the Relative Efficiency value at a very low level of autocorrelation and several conditions on the number of 
observations in the subject, it can be concluded that the estimation of path using the PLS approach will be better than 
PWLS when the number of observations in the subject increases. 
 
4 Conclusion and Suggestions 
 
Based on the Relative Efficiency (RE) value obtained for the number of observations in five subjects (T=5), it can be 
concluded that the estimation of path using the PWLS approach is better than PLS for all levels of autocorrelation from the 
lowest to the highest. In the number of observations in fifteen subjects (T=15), path estimation using the PWLS approach 
was better than PLS for all levels of autocorrelation except for very low autocorrelation levels because at very low 
autocorrelation levels PWLS and PLS were equally good (ER was close to one). 
 In the number of observations in twenty subjects (T=20) with a very low autocorrelation level, the estimation of 
path using the PLS approach is better than PWLS. On the other level of autocorrelation, path estimation using PWLS 
approach is better than PLS. Based on the Relative Efficiency value at a very low level of autocorrelation and several 
conditions on the number of observations in the subject, it can be concluded that the estimation of path using the PLS 
approach will be better than PWLS when the number of observations in the subject increases. If there is data that has 
conditions like in this study, the data can be analyzed by path. 
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