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Abstract: A new method of sampling suggested, namely ranked set sampling (RSS) is efficient methodology as compared 
to simple random sampling (SRS) technique. Initially this methodology was proposed by McIntyre (1952) in the context of 
estimating population mean and pastures yields. In the last few years several authors suggested different modifications of 
the (RSS). When observations are costly or time-consuming but the ranking of the observations without actual 
measurement can be done relatively easily, ranked set sampling (RSS) can be employed instead of simple random sampling 
(SRS) to gain more information.Its efficiency for estimating the higher population moments is better than that of simple 
random sampling (SRS).It is mainly used under the condition that the measurement of units are difficult or time consuming 
but the ranking of the units by some methods other than actual measurements (e.g. visual inspection) is relatively easy. In 
this paper a new form of ratio estimator has been proposed under rank set sampling by adapting the ratio estimator 
proposed by Jeelani et al. (2013) under simple random sampling. It has been seen that the proposed estimator is more 
efficient than the estimator suggested by Jeelani et al. (2013) in all situations. The results are supported by empirical study 
also.  
Keywords: Rank set sampling, Simple random sampling, Ratio estimators, Co-efficient of kurtosis, Quartile deviation. 
 
 
 
1 Introduction 

Ratio method of estimation utilizes information on 
auxiliary variable in order to improve precision of the 
estimate of population mean. In many surveys, information 
on auxiliary variate which is highly correlated with variable 
of interest is readily available and can be used for 
improving the precision of sampling design.   
The classical ratio estimator for population mean 𝑌" of the 
study variable is defined as 𝑦"$ = 	

𝑦"
𝑥̅) 𝑋" = 	𝑅,𝑋" assuming 

that population mean of the auxiliary variable is known, 𝑦" 
and 𝑥̅ are sample means of study variable and auxiliary 
variable, and the mean square of the classical ratio 
estimator is (	𝑀𝑆𝐸(𝑦"$) = 	∆𝑌"34𝐶63 + 𝐶83 − 2𝜌68𝐶6𝐶8<). 
Where, ∆= 1 𝑛) (ignoring sampling fraction), 𝑅, is 
population ratio,  𝜌68 is correlation coefficient between 
study variable and auxiliary variable, 𝐶6and  𝐶8 are 
coefficient of variations of study variable and auxiliary 
variable. 
Recalling the ratio estimator proposed by Jeelani et al. 
(2013) under simple random sampling, where linear 
combination of 𝛽3 (Coefficient of Kurtosis) and Qd 
(Quartile deviation) was used, which is given as follows; 

𝑦"@A$A = 𝜔	 𝑦" 𝑥̅) 𝑋" = 𝜔	𝑅,𝑋"																		(𝑎)  
       

where,𝜔	 = 	𝑋
"𝛽3 + 𝑄𝑑

𝑥̅𝛽3 + 𝑄𝑑
F  

𝛽3 = 	
𝑁(𝑁 + 1)∑ (𝑋I − 𝑋")JK

ILM
(𝑁 − 1)(𝑁 − 2)𝑆NF −

	3(𝑁 − 1)
3

(𝑁 − 2)(𝑁 − 3)F , 

Qd =	QN − QM, 𝑄N = 3 (𝑁 − 1) 4)  , 𝑄M =
(𝑁 − 1)

4) . 
The mean squared error of the above estimator is given 
below; 
𝑀𝑆𝐸(𝑦"@A$A) = 	∆𝑌"34𝐶63 + 𝜔3𝐶83 − 2𝜔𝜌68𝐶6𝐶8<			(𝑏) 
      
If 𝜔 = 1 then 𝑀𝑆𝐸(𝑦"@A$A) = 	 (	𝑀𝑆𝐸(𝑦"$) Jeelani et al. 
(2013) shows that this estimator when compared with 
classical ratio estimator under simple random sampling 
proves to be more efficient.  
 
2  Proposed Estimator  

The basic premise for Rank set sampling (RSS) is an 
infinite population under study and the assumption that a 
set of sampling units drawn from the population can be 
ranked by certain means rather cheaply without the actual 
measurement of the variable of interest which is costly 
and/or time-consuming. This assumption may look rather 
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restrictive at first sight, but it turns out that there are plenty 
of situations in practice where this is satisfied. The original 
form of RSS conceived by McIntyre (1952) can be 
described as follows. First, a simple random sample of size 
k is drawn from the population and the k sampling units are 
ranked with respect to the variable of interest, say X, by 
judgment without actual measurement. Then the unit with 
rank 1 is identified and taken for the measurement of X. 
The remaining units of the sample are discarded. Next, 
another simple random sample of size k is drawn and the 
units of the sample are ranked by judgment, the unit with 
rank 2 is taken for the measurement of X and the remaining 
units are discarded. This process is continued until a simple 
random sample of size k is taken and ranked and the unit 
with rank k is taken for the measurement of X. This whole 
process is referred to as a cycle. The cycle then repeats m 
times and yields a ranked set sample of size n = mk. In 
recent past a lot of research has been done in RSS by 
Jeelani et al. (2013, 2014a, 2014b, 2014c). The essence of 
RSS is conceptually similar to the classical stratified 
sampling. RSS can be considered as post-stratifying the 
sampling units according to their ranks in a sample. 
Although the mechanism is different from the stratified 
sampling, the effect is the same in that the population is 
divided into sub-populations such that the units within each 
sub-population are as homogeneous as possible. In fact, we 
can consider any mechanism, not necessarily ranking the 
units according to their X values, which can post-stratify the 
sampling units in such a way that it does not result in a 
random permutation of the units. The mechanism will then 
have similar effect to the ranking mechanism considered 
above. 
The classical ratio estimator under rank set sampling 
proposed by Samawi and Muttalak (1996) is given below; 
𝑦",$AA = 	

6"TUU
8̅TUU

																																														(𝑐)   

where 𝑦"$AA = 	
M
WX
∑ 𝑌IX
ILM   and  𝑥̅$AA = 	

M
WX
∑ 𝑋IX
ILM , also 

assuming the population mean of the auxiliary variable is 
known the equation (c) changes to ; 
𝑦",$AA = 	

6"TUU
8̅TUU

𝑋"																																								(𝑑)									   
The mean square error of this estimator is given by; 
𝑀𝑆𝐸(𝑦",$AA) = 	𝑌" Y∆Z𝐶63 + 𝐶83 − 2𝜌68𝐶6𝐶8[ − Z𝑍6[I] −

𝑍8(I)[
3_ 																									(𝑒)     

where, ∆= 1
𝑚𝑘) , 𝐶6 =

cd
e"

,  𝐶8 =
cf
g

,  𝜌68 =
cdh
cdch

, 𝑆6 =

	i∑ (6jke")lm
jno
KkM

,𝑆8 = i∑ (8jkg")lm
jno
KkM

, 

𝑆68 = i∑(6jke")(8jkg")
KkM

 ,	𝑍8(I)3 = 	 M
XlW

M
g"l
∑ 𝜋8(I)3X
ILM , 

		𝑍6[I]3 = 	 M
XlW

M
g"l
∑ 𝜋6(I)3X
ILM , 𝑍68(I) = 	

M
XlW

M
e"g"
∑ 𝜋68(I)X
ILM  , 

𝜋8(I) = r𝜇8(I) − 𝑋"t, 𝜋6[I] = 		 r𝜇6[I] − 𝑌"tand𝜋68(I) =
r𝜇8(I) − 𝑋"tr𝜇6[I] − 𝑌"t 

𝜌68 is correlation coefficient between study variable and 
auxiliary variable, 𝐶6	and  𝐶8 are coefficient of variations of 
study variable and auxiliary variable.  
Now if we incorporate the ratio estimator of equation (a) 
proposed by Jeelani et al. (2013) in equation (d) given by 
Samawi and Muttalak (1996), then we will have a 
following new type of ratio estimator under rank set 
sampling, which is given below; 
𝑦",@$AA = 𝜔	 6"TUU

8̅TUU
𝑋	u = 	𝑅,@$AA𝑋"   

       (f) 
Then the mean square of 𝑅,@$AA will follow as ; 
𝑀𝑆𝐸r𝑅,@$AAt = 𝐸(𝑅,@$AA − 𝑅)3   
     (g) 

∵ 𝑀𝑆𝐸(𝑋) = 𝐸(𝑥̅ − 𝜇)3 
𝑀𝑆𝐸r𝑅,@$AAt = 𝐸r𝑅,@$AA − 𝑅t

3
 

= 𝐸 w𝜔	
𝑦"$AA
𝑥̅$AA

− 𝑅x
3

 

= 𝐸 w
𝜔𝑦"$AA − 𝑅𝑥̅$AA

𝑥̅$AA
x
3

 

Applying Taylor series approximation, we have 

𝑀𝑆𝐸r𝑅,@$AAt 	≅ 𝐸
1
𝑋"3
(𝜔𝑦"$AA − 𝑅𝑥̅$AA)3 

∵ (1 𝑥̅$AA) = 	1 𝑋" + 𝑥̅$AA − 𝑋") = 	1 𝑋") w1 +

𝑥̅$AA − 𝑋"
𝑋"F x

kM
	≅ 	1 𝑋") ) as per Wolter (1985). 

𝑀𝑆𝐸r𝑅,@$AAt 	≅
1
𝑋"3
𝐸{(𝜔𝑦"$AA − 𝑌") − 𝑅(𝑥̅$AA − 𝑋")}3 

≅
1
𝑋"3
{𝐸(𝜔𝑦"$AA − 𝑌")3 − 2𝑅𝐸(𝜔𝑦"$AA − 𝑌")(𝑥̅$AA − 𝑋")

+ 𝑅3𝐸(𝑥̅$AA − 𝑋")3}	 
∵ 	 (𝑎 − 𝑏)3 = 	𝑎3 − 2𝑎𝑏 + 𝑏3 

=
1
𝑋"3
{𝜔3𝐸(𝑦"$AA)3 − 2𝑌"𝜔𝐸(𝑦"$AA) + 𝑌"3 + 𝑅3𝑉𝑎𝑟(𝑥̅$AA)

− 2𝑅[𝜔𝐸(𝑦"$AA𝑥̅$AA) − 𝑌"𝐸(𝑥̅$AA) + 𝑌"𝑋"]}	 
∵ 𝐸(𝐶𝑋) = 𝑐𝐸(𝑋), 𝑉𝑎𝑟(𝐶𝑋) = 𝐶3𝑉𝑎𝑟(𝑋) , if  𝐶 is 
constant  

=
1
𝑋"3
{𝜔3[𝑣𝑎𝑟(𝑦"$AA) + 𝑌"3] + 𝑌"3(1 − 2𝜔) + 𝑅3𝑉𝑎𝑟(𝑥̅$AA)

− 2𝑅𝜔𝑐𝑜𝑣(𝑦"$AA𝑥̅$AA)} 

=
1
𝑋"3
{𝜔3𝑣𝑎𝑟(𝑦"$AA) + 𝑌"3(1 − 2𝜔)3 + 𝑅3𝑉𝑎𝑟(𝑥̅$AA)

− 2𝑅𝜔𝑐𝑜𝑣(𝑦"$AA𝑥̅$AA)} 
Now the mean square error of 𝑦",@$AA will be ; 
𝑀𝑆𝐸(𝑦",@$AA) ≅ {𝜔3𝑣𝑎𝑟(𝑦"$AA) + 𝑌"3(1 − 2𝜔)3

+ 𝑅3𝑉𝑎𝑟(𝑥̅$AA) − 2𝑅𝜔𝑐𝑜𝑣(𝑦"$AA𝑥̅$AA)} 

Where 𝑣𝑎𝑟(𝑦"$AA) = 	1 𝑘𝑚) (𝜎63 − 1 𝑘) ∑ 𝜋6[I]3X
ILM ), 

𝑣𝑎𝑟(𝑥̅$AA) = 	1 𝑘𝑚) (𝜎83 − 1 𝑘) ∑ 𝜋8(I)3X
ILM ), 𝑐𝑜𝑣(𝑦"$AA𝑥̅$AA) =

	1 𝑘𝑚) (𝜎683 − 1 𝑘) ∑ 𝜋68(I)3X
ILM ), 𝜋8(I) = r𝜇8(I) − 𝑋"t, 𝜋6[I] =

		r𝜇6[I] − 𝑌"tand𝜋68(I) = r𝜇8(I) − 𝑋"tr𝜇6[I] − 𝑌"t 
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∴ 𝑀𝑆𝐸(𝑦",@$AA) ≅
1
𝑘𝑚 r𝜔3𝜎63 − 𝑅𝜔𝜎68 + 𝑅3𝜎83t
+ 𝑌"3(𝜔 − 1)3

−
1

𝑘3𝑚�𝜔3�𝜋6[I]3
X

ILM

− 2𝑅𝜔�𝜋68(I)3
X

ILM

+ 𝑅3�𝜋8(I)3
X

ILM

� 

 
Let us suppose 𝜑 =	 M

XlW
r𝜔3 ∑ 𝜋6[I]3X

ILM −
2𝑅𝜔∑ 𝜋68(I)3X

ILM + 𝑅3 ∑ 𝜋8(I)3X
ILM t, where 𝜑 is non-negative 

value, then 𝑀𝑆𝐸(𝑦",@$AA) ≅ 	𝑀𝑆𝐸r𝑦"�A$At − 𝜑. From this 
condition it can easily be seen that the MSE of proposed 
estimator is less than the estimator proposed by Jeelani et 
al. (2013)., provided 𝑘 > 1. The bias of the proposed 
estimator is given below; 
𝑦"$AA = 𝑌"(1 + 𝜂�) and 𝑥̅$AA = 𝑋"(1 + 𝜂M) , such that the 
expectation of 𝜂� and  𝜂M is equal to zero  
𝐸(𝜂�) = 𝐸(𝜂M) = 0 
 

𝑉(𝜂�) = 𝐸(𝜂�3) =
𝑉(𝑦"$AA)
𝑌"3

= 	
1
𝑘𝑚

1
𝑌"3
�
1
𝑘�𝜋6[I]3

X

ILM

�

= �∆𝐶63 − 𝑍6[I]3 � 
Similarly  
𝑉(𝜂M) = 𝐸(𝜂M3) = 	 �∆𝐶83 − 𝑍8(I)3 � 
And  Cov (η_0,η_1 )=E (ε_0,ε_1 )=  Cov(y ̅^* x ̅^* )/(Y ̅X ̅ 
) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
=  1/(Y ̅X ̅ )  1/km [σ_yx-1/k ∑_(i=1)^k▒π_(yx(i)) 
]=[∆ρC_yC_x-Z_(yx(i))] 

where,  ∆= M
XW
, 𝐶63 =

�dl

e"l
, 𝐶83 =

�hl

g"l
, 𝐶68 =

�dh
g"e"

=
𝜌𝐶6𝐶8, 𝑍8(I)3 = 	 M

XlW
M
g"l
∑ 𝜋8(I)3X
ILM , 𝑍6[I]3 =

	 M
XlW

M
g"l
∑ 𝜋6(I)3X
ILM , 𝑍68(I) = 	

M
XlW

M
e"g"
∑ 𝜋68(I)X
ILM  , 𝜋8(I) =

r𝜇8(I) − 𝑋"t, 𝜋6[I] = 		 r𝜇6[I] − 𝑌"tand 𝜋68(I) = r𝜇8(I) −
𝑋"tr𝜇6[I] − 𝑌"t 
also,𝑦",@$AA = 𝜔 6"TUU

8̅TUU
𝑋" = 𝜔 e"(M���)

g"(M��o)
𝑋" = 𝜔𝑌"(1 +

𝜂�)(1 + 𝜂M)kM 
Taking expectations on both sides the bias of 𝑦",@$AA will be 
(See, Wolter (1985) ; 
𝐵𝑎𝑖𝑠	(𝑦",@$AA) ≅ (𝜔 − 1)𝑌" − 𝜔𝑌"(∆𝐶83 − 𝑍8(I)3 − ∆𝐶68

+ 𝑍68(I)) 
 

3 Empirical Study 

In this section we use the data of Jeelani et al. (2014). The 
data was collected on Apple production from district 
Ganderbal of Kashmir valley from 420 orchards in 30 
villages. The variables chosen for the study, where Yield 
(MT), Area (ha). The summary statistics of the data is given 
in Table 1 below. We take equal samples for each ratio 
estimator for the sake of comparison. The sample sizes 
considered were 60.  The set size for rank set ratio 
estimator is 𝑘 = 6 and number of cycles  𝑚 = 10 that is 
(𝑛 = 𝑘𝑚 = 6 × 10 = 60	. From Table 2it is clear that the 
proposed estimator has less MSE as compared to others.  
Also simulation study has been carried out by taking three 
combinations of set sizes and three combinations of 
correlation coefficients, for efficiency comparison in Table  
 
3.  
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Parameters of the study. 
𝑌" 23.10 𝜎6 33.42 

𝑋" 43.81 𝜎8 2251.00 

𝑁 420 𝐶6 1.49 

𝑛 60 𝐶8 1.66 

𝑘 6 𝛽3 13.10 

𝑚 10 𝑄𝑑 1056 

𝜌 0.90  
 

 
Table 2: Mean square errors of estimators. 

Ratio Estimators  MSE values  
𝑀𝑆𝐸(𝑦"$) classical ratio estimator under SRS 272.10 
𝑀𝑆𝐸(𝑦"@A$A) Jeelani et al. (2013) 230.11 
𝑀𝑆𝐸(𝑦",$AA) classical ratio estimator under RSS 168.10 
𝑀𝑆𝐸(𝑦",@$AA) Suggested ratio estimator.  105.08 
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4 Conclusions 

Hence it is concluded that RSS procedures are more 
attractive than its counter parts as they increase the 
efficiency of population mean, RSS has its practical 
implications. These benefits of RSS need not be restricted 
to simple random sampling, replacing SRS with RSS in the 
final stage of any survey design ort method of estimation in 
surveys will greatly improve the efficiency of the 
estimators. 
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Table 3: Efficiency comparison of estimators. 
 

 (𝑦"$) (𝑦"@A$A) (𝑦"$AA) (𝑦"@$AA) 
𝑘(set 
size) 

𝑚 (no.of 
cycles ) 

𝑛 = 𝑘𝑚 
(Sample 

size) 

 
0.95 

1.52 1.7 1.88 2.17 3 

 
 
 
 
 

10 

30 
1.58 2.01 2.04 2.39 6 60 
1.27 1.37 1.61 1.83 8 80 

 
0.75 

1.29 1.46 1.55 1.57 3 30 
1.38 1.62 1.71 1.75 6 60 
1.17 1.34 1.44 1.56 8 80 

 
0.65 

1.25 1.41 1.48 1.53 3 30 
1.25 1.53 1.62 1.67 6 60 
1.12 1.19 1.35 1.44 8 80 

 
 


