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Abstract: In this paper, we study the time dependent linear elliptic problem with dynamic boundary condition. The problem is
discretized by the backward Euler’s scheme in time and finiteelements in space. In this work, an optimala priori error estimate is
established and an optimala posteriorierror with two types of computable error indicators is proved. The first one is linked to the
time discretization and the second one to the space discretization. Using these a posteriori errors estimates, an adaptive algorithm
for computing the solution is proposed. Finally, numericalexperiments are presented to show the effectiveness of the obtained error
estimators and the proposed adaptive algorithm.
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1 Introduction

Let Ω ⊂ IR2 be a bounded simply-connected open domain
in IR2, with a Lipschitz-continuous connected boundary
Γ , and let ]0,T[ to denote an interval in IR where
T ∈ (0,+∞) is a fixed final time. We denote byn(x) the
unit outward normal vector atx ∈ Γ . We intend to work
with the following time dependent linear elliptic problem
with dynamic boundary condition:

−∆u(t,x) = 0 in]0,T[×Ω ,

∂u
∂ t

(t,x)+β n(x).∇u(t,x) = 0 on]0,T[×Γ ,

u(0,x) = u0 onΓ ,

(1)

whereβ is a positive constant. The unknown isu andu0
is the initial condition at timet = 0.

The solution of problem (1) can be represented on the
boundary by a Dirichlet-to-Neumann semigroup (see for
instance [17]). For the existence and uniqueness of this
solution see [17]. In a particular case, whereΩ = B(0,1)
the unit ball ofR2, in his book [14], P.Lax showed that
the Dirichlet-to-Neumann semigroup had a simple
explicit representation. In [9], it is shown that the Lax

representation cannot be generalized ifΩ is not the unit
ball of R2. This motivated the authors of [9] and [7] to
introduce a semi discrete explicit and implicit Euler’s
scheme in order to approximate the Dirichlet-to-Neumann
semigroup numerically. The convergence of these semi
discrete schemes is based on the Chernoff’s product
formula. For the discretization of problem (1), the authors
of [9] show simple numerical experiments. The aim of
this work is to show optimala priori and a posteriori
estimates and some numerical investigations.

The idea of thea posteriori error estimates is based
on an upper bound of the error between the exact solution
and numerical one with a sum of a local indicators
expressed in each element of the mesh. To get more
precision and to minimize the error, the goal is to
decrease this indicators by using the adaptive mesh
techniques which consists to refine or coarsen some
regions of the mesh. Thea posteriori error estimate is
optimal if we can make each one of these indicators
bounded by the local error of the solution around the
corresponding element. We refer for example to the books
Verfürth [16] or Ainsworth and Oden [1]. For the time
dependent problems, we have two types of computable
error indicators, the first one being linked to the time
discretization and the second one to the space
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discretization. We have to handle the two kinds of
indicators, some times, we change the time step and in an
other times, we adapt the mesh. A large amount of work
has been made concerning thea posteriori errors. We can
cite for example, Ladevèze [12] for constitutive relation
error estimators for time-dependent nonlinear FE
analysis, Verfürth [15] for the heat equation, Bernardi and
Verfürth [6] for the time dependent Stokes equations,
Bernardi and Süli [4] for the time and space adaptivity for
the second–order wave equation, Bergam, Bernardi and
Mghazli [5] for some parabolic equations , Ern and
Vohralk [10] for estimation based on potential and flux
reconstruction for the heat equation and Bernardi and
Sayah [3] for the time dependent Stokes equations with
mixed boundary conditions, . . . .

In this paper, the data of the problem is the initial
condition of the unknown at the boundary. We propose a
very standard low cost discretization relying on the
Euler’s implicit scheme in time combined with finite
elements in space. Then, we prove optimala priori anda
posteriori error estimates for the discrete problem.
Finally, some numerical simulations are presented based
on the proposed algorithm using the FreeFem++ software.

The outline of the paper is as follows:

–Section 2 is devoted to the study of the continuous
problem.

–In section 3, we introduce the discrete problem and we
recall its main properties.

–In section 4, we study thea priori errors and derive
optimal estimates.

–In section 5, we study thea posteriorierrors and derive
optimal estimates.

–In section 6, we show numerical results of validation.

2 Analysis of the model

In order to write the variational formulation of the problem
(1), we introduce the Sobolev spaces:

Hm(Ω) = {v∈ L2(Ω),∂ αv∈ L2(Ω), ∀ | α |≤ m},

equipped with the following semi-norm and norm :

| v |m,Ω=

{

∑
|α |=m

∫

Ω
| ∂ α v(x) |2 dx

}1/2

and

‖ v ‖m,Ω=

{

∑
k≤m

| v |2k,Ω

}1/2

.

As usual, we denote by(·, ·) the scalar product ofL2(Ω).

For handling time-dependent problems, it is convenient to
consider functions defined on a time interval]a,b[ with

values in a separable functional space, sayY. In the
following, f (t) represents the functionf (t, .). Let ‖ · ‖Y
denote the norm ofY; then for any r, 1≤ r ≤ ∞, we define

Lr(a,b;Y) =
{

f measurable in]a,b[;
∫ b

a
‖ f (t)‖r

Ydt < ∞
}

,

equipped with the norm

‖ f ‖Lr (a,b;Y)=
(

∫ b

a
‖ f (t)‖r

Ydt
)1/r

,

with the usual modifications ifr = ∞. It is a Banach space
if Y is a Banach space.
By the same way, for any integerk, we define

Ck(a,b;Y) =
{

f measurable in]a,b[×Ω ;

sup
t∈]a,b[,0≤l≤k

|| f (l)(t, .)||Y < ∞
}

.

For the existence and the uniqueness of the solution of
problem (1), we refer to the theorem2.1, page 169 in the
book [17].
Theorem 2.1 If Γ is of class C2 and for each u0 ∈ L2(Γ ),
problem (1) has a unique solution u: [0,+∞) → H1(Ω),
satisfying:

1.u∈C([0,+∞);H1(Ω))
⋂

L2([0,+∞);H1(Ω));
2.u|Γ ∈C([0,+∞);L2(Γ ))

⋂

C1([0,+∞);L2(Γ ));
3.n.∇u∈C([0,+∞);L2(Γ )).

Furthermore, we have the following bound:

β‖∇u‖2
L2([0,+∞);L2(Ω)) ≤

1
2
‖u0‖2

L2(Γ ). (2)

If in addition, u0 ∈ H
1
2 (Γ ), and the unique solution of the

problem
−∆u= 0 in Ω
u= u0 onΓ

satisfies n.∇u∈ L2(Γ ), then the solution u of the problem
(1) satisfies

1.u∈C1([0,+∞);H1(Ω));
2.u|Γ ∈C1([0,+∞);L2(Γ ));
3.n.∇u∈C([0,+∞);L2(Γ )).

Remark 2.2 Unfortunately, to our knowledge, there is no
equivalent to the previous theorem in the case of a
polyhedral domainΩ . This will be our next research
work.

We suppose thatu0 ∈ H1/2(Γ ) and introduce the
following variational problem in the sense of distributions
on ]0,T[:


























Findu(t) ∈ H1(Ω)such that :

u(0) = u0 onΓ ,

β
∫

Ω
∇u(t,x)∇v(x)dx+

d
dt

(

∫

Γ
u(t,s)v(s)ds

)

= 0

∀v∈ H1(Ω).
(3)
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Theorem 2.3 If u ∈ L2(0,T;H1(Ω)) and
u|Γ ∈ L∞(0,T;L2(Γ )), the problem (1) is equivalent to
the variational one (3). Furthermore, we have the
following bound

β‖∇u‖2
L2(0,τ,L2(Ω)2)+

1
2
‖u(τ)‖2

L2(Γ ) ≤
1
2
‖u0‖2

L2(Γ ).

3 The discrete problem

From now on, we assume thatΩ is a polyhedron. In order
to describe the time discretization with an adaptive choice
of local time steps, we introduce a partition of the interval
[0,T] into subintervals[tn−1, tn], 1 ≤ n ≤ N, such that
0= t0 ≤ t1 ≤ ·· · ≤ tN = T. We denote byτn the length of
[tn−1, tn], by τ the N-tuple (τ1, . . . ,τN), by |τ| the
maximum of theτn, 1≤ n ≤ N, and byστ the regularity
parameter

στ = max
2≤n≤N

τn

τn−1
.

From now on, we work with a regular family of partitions,
i.e. we assume thatστ is bounded independently ofτ.

We introduce an operatorπτ by the next definition.

Definition 3.1 For any Banach space X and any function
g continuous from]0,T] into X, πτg denotes the step
function which is constant and equal to g(tn) on each
interval ]tn−1, tn], 1≤ n≤ N. Similarly, with any sequence
(φn)1≤n≤N in X, we associate the step functionπτφτ
which is constant and equal toφn on each interval
]tn−1, tn], 1≤ n≤ N.

Now, we describe the space discretization. For eachn,
0≤ n≤ N, a regular triangulation ofΩ (Tnh)h is a set of
non degenerate elements which satisfies:

–for eachh, Ω̄ is the union of all elements ofTnh;
–the intersection of two distinct elements ofTnh, is
either empty, a common vertex, or an entire common
edge;

–the ratio of the diameter of an elementκ in Tnh to the
diameter of its inscribed circle is bounded by a
constant independent ofn andh.

As usual,h denotes the maximal diameter of the elements
of all Tnh, 0 ≤ n ≤ N, while for eachn, hn denotes the
maximal diameter of the elements ofTnh. For eachκ in
Tnh, we denote byP1(κ) the space of restrictions toκ of
polynomials with two variables and total degree at most
one.

In what follows, c,c′,C,C′,c1, . . . stand for generic
constants which may vary from line to line but are always
independent ofh and n. For a fixedn ∈ N and a given
triangulationTnh, we define byXnh a finite dimensional
space of functions such that their restrictions to any

elementκ of Tnh belong to a space of polynomials of
degree one. In other words,

Xnh = {vh
n ∈C0(Ω ), vh

n|κ is affine∀κ ∈ Tnh}

We note that for eachn andh, Xnh ⊂ H1(Ω). There exists
an approximation operator,Ih ∈ L (H2(Ω);Xnh) such that
for m= 0,1

∀v∈ H2(Ω), |Ih(v)− v|m,Ω ≤Ch2−m|v|2,Ω .

The full discrete implicit scheme associated with the
Problem (3) is: Givenun−1

h ∈ Xn−1h, find un
h with values in

Xnh solution of

∀vh ∈ Xnh,

β
∫

Ω
∇un

h ∇vhdx+
∫

Γ

1
τn
(un

h−un−1
h )vhdσ = 0. (4)

by assuming thatu0
h is an approximation ofu(0) in X0h.

Remark 3.2 It is a simple exercise to prove existence and
uniqueness of the solution of problem (4) as a
consequence of discrete problem of Poisson’s equation
with a Robin condition.

Theorem 3.3 For each m= 1, ...,N, the solution umh of the
problem (4) satisfies the bound:

‖um
h ‖2

0,Γ +
m

∑
n=1

τn|un
h|21,Ω ≤ 1

min(1,2β )
‖u0

h‖2
0,Γ , (5)

Proof.For all vh ∈ Xnh, let un
h be the unique solution of the

(4). Choosingvh(tn) = un
h in (4), we find

β τn|un
h|21,Ω + ‖un

h‖2
0,Γ =

∫

Γ
un−1

h un
hdσ . (6)

By applying the Hölder inequality and summing overn
from 1 tom, we get (5). �

4 a priori error estimates

To get thea priori error estimates, we suppose that time
step τn and the meshTnh don’t change during time
iterations. We denote byk the time step, byh the
parameter of the mesh and byXh the discrete space.

In this section, the discrete variational formulation (4)
taken in the time stepn+1, becomes

∀vh ∈ Xh, β
∫

Ω
∇un+1

h ∇vhdx+
∫

Γ

1
k
(un+1

h −un
h)vhdσ = 0.

(7)
To get thea priori error estimate, we need the following
the classic Gronwall lemma.

Remark 4.1 ≪ Gronwall’s lemma≫
Let (an)n≥0, (bn)n≥0 and(cn)n≥0 three real positive
sequences such that(cn)n≥0 is an increasing sequence.
We suppose that we have:
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1.
a0+b0 ≤ c0, (8)

2.there existsλ > 0 such that:

∀n≥ 1, an+bn ≤ cn+λ
n−1

∑
m=0

am. (9)

Then we have:

∀n≥ 0, an+bn ≤ cnenλ . (10)

In order to get thea priori error estimate, we begin with
the next theorem.

Theorem 4.2 If u ∈ L∞(0,T,H2(Ω)) and
u′ ∈ L∞(0,T,H2(Ω)), and for all m= 0, ...,N − 1, we
have the bound:

‖Ih(u(tm+1))−um+1
h ‖2

0,Γ +2kβ
m

∑
n=0

|Ih(u(tn+1))−un+1
h |21,Ω

≤C(h2+ k2+ ||u0
h− Ih(u0)||20,Γ ),

(11)
where C is a constant independent from h and k.

Proof.We consider the equation (3) for t ∈]tn, tn+1], take
v = vn+1

h , integrate in time betweentn andtn+1, then take
the difference with (7) for vh = vn+1

h to get

β
∫ tn+1

tn

∫

Ω
∇(u(t)−un+1

h )(x)∇vn+1
h (x)dxdt

+
∫

Γ
((u(tn+1)−u(tn))− (un+1

h −un
h))vn+1

h )(s) ds= 0.

(12)
We insert±∇(Ih(u(tn+1))) and±∇(u(tn+1)) in the first
term, and±Ih(u(tn+1)) and±Ih(u(tn)) in the second term,
we denote byan = Ih(u(tn))−un

h and we obtain

∫

Γ
(an+1−an)(s)vn+1

h (s)ds+ kβ |an|21,Ω =

∫

Γ
((Ih(u(tn+1))−u(tn+1))− (Ih(u(tn))−u(tn)))(s)vn+1

h ds

+β
∫ tn+1

tn

∫

Ω
∇(u(tn+1)−u(t))(x)∇vn+1

h (x)dxdt

+β
∫ tn+1

tn

∫

Ω
∇(Ih(u(tn+1))−u(tn+1))∇vn+1

h (x)dxdt.

(13)
We denote byT1 andT2 respectively the first and second
terms of the left hand side, andT3,T4,T5 respectively the
first, second and third terms of the right hand side of the
equation (13). Then we choosevn

h = an.
The termT1 can be expressed as

T1 =
1
2

∫

Γ
a2

n+1(s)ds− 1
2

∫

Γ
a2

n(s)ds

+
1
2

∫

Γ
(an+1−an)

2(s)ds.

The termT3 can be bounded as

T3 =

∫

Γ
((Ih(u(tn+1))−u(tn+1))

−(Ih(u(tn))−u(tn))(s) an+1(s)ds

=
∫ tn+1

tn

∫

Γ
(Ih(u(τ))−u(τ))′(s)an+1(s)dsdτ

≤
∫ tn+1

tn
||Ih(u′(τ))−u′(τ)||L2(Γ )||an+1||L2(Γ )dτ

≤ Chk||u′||L∞(0,T;H2(Ω))||an+1||L2(Γ )

≤ C2
1 h2k
2ε1

‖u′‖2
L∞(0,T,H2(Ω))+

kε1

2
‖an+1‖2

0,Γ .

We consider the termT4. We have

T4 = β
∫ tn+1

tn

∫

Ω
∇(u(tn+1,x)−u(t,x))(x)∇an+1(x)dxdt

≤ β
∫ tn+1

tn

∫ tn+1

t

∫

Ω
∇u′(τ,x)∇an+1(x)dxdτ dt

≤ β k2‖u′‖L∞(0,T,H1(Ω))|an+1|1,Ω

≤ k3 β 2

2ε2
‖u′‖2

L∞(0,T,H1(Ω))+
kε2

2
|an+1|21,Ω .

Finally, the termT5 can be bounded as

T5 = β
∫ tn+1

tn

∫

Ω
∇(Ih(u(tn+1))(x)

−u(tn+1,x))∇an+1(x)dxdt

≤ βC2

∫ tn+1

tn
h‖u(tn+1)‖2,Ω |an+1|1,Ω dt

≤ C2hβ
√

k‖u‖L∞(0,T,H2(Ω))

√
k|an+1|1,Ω

≤ C2
2 h2kβ 2

2ε3
‖u‖2

L∞(0,T,H2(Ω))+
kε3

2
|an+1|21,Ω .

Using the previous bounds, we get

1
2

∫

Γ
a2

n+1(s)ds− 1
2

∫

Γ
a2

n(s)ds

+
1
2

∫

Γ
(an+1−an)

2(s)ds+ kβ |an+1|21,Ω

=
C2

1 kh2

2ε1
‖u′‖2

L∞(0,T,H2(Ω))+
kε1

2
‖an+1‖2

0,Γ

+
k3 β 2

2ε2
‖u′‖2

L∞(0,T,H1(Ω))+
kε2

2
|an+1|21,Ω

+
C2

2 h2kβ 2

2ε3
‖u‖2

L∞(0,T,H2(Ω))+
kε3

2
|an+1|21,Ω .

(14)
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We choiceε1 =
1

8T
, ε2 =

β
2

and ε3 =
β
2

to get the

following bound

1
2
‖am+1‖2

0,Γ +
kβ
2

m

∑
n=0

|an+1|21,Ω

≤C3 (h2+ k2)+
1
2
‖a0‖2

0,Γ +
k

16T

m

∑
n=0

‖an+1‖2
0,Γ .

(15)
We write the last term of the previous bound as

k
16T

m

∑
n=0

‖an+1‖2
0,Γ =

k
16T

m−1

∑
n=0

‖an+1‖2
0,Γ +

k
16T

‖an+1‖2
0,Γ ,

we suppose that
k

16T
≤ 1

4
and then apply the classic

Gronwall lemma to get the result. �

Corollary 4.3 If u ∈ L∞(0,T,H2(Ω)) and
u′ ∈ L∞(0,T,H2(Ω)), for all m= 0, ...,N−1, we have the
following bound:

‖u(tm+1)−um+1
h ‖2

0,Γ +2kβ
m

∑
n=0

|u(tn+1)−un+1
h |21,Ω

≤C(h2+ k2+ ||u0
h− Ih(u0)||20,Γ ),

(16)
where C is a constant independent of h and k.

Proof.For allm= 0, ...,N−1:

‖u(tm+1)−um+1
h ‖2

0,Γ +2kβ
m

∑
n=0

|u(tn+1)−un+1
h |21,Ω

≤ ‖u(tm+1)− Ih(u(tm+1))‖2
0,Γ + ‖Ih(u(tm+1))−um+1

h ‖2
0,Γ

+2kβ
m

∑
n=0

|u(tn+1)− Ih(u(tn+1))|21,Ω

+2kβ
m

∑
n=0

|Ih(u(tn+1))−un+1
h |21,Ω .

(17)
Based on the theorem4.2, the second hand of the
inequality (17) can be bounded byC1 (h2+ k2), whereC1
is a constant independent ofh andk. The properties ofIh
give the result. �

5 a posteriori error estimates

We now intend to provea posteriori error estimates
between the exact solutionu of Problem (3) and the
numerical solutionuh of Problem (4).

5.1 Construction of the error indicators

In this section, we will introduce several notations and
properties and we will define the indicators.
For every elementκ in Tnh, we denote by
• εκ the set of edges ofκ that are not contained in∂Ω ,
• εm

κ the set of edges ofκ which are contained in∂Ω ,
• ∆κ the union of elements ofTnh that intersectκ ,
• ∆e the union of elements ofTnh that intersect the edge
e,
• hκ the diameter ofκ andhe the diameter of the edgee,
• and [·]e the jump throughe for each edgee in an εκ
(making its sign precise is not necessary).
Also, nκ stands for the unit outward normal vector toκ
on ∂κ .

For the proofs of the next theorems, we introduce for an
elementκ of Tnh, the bubble functionψκ (resp.ψe for the
edgee) which is equal to the product of the 3 barycentric
coordinates associated with the vertices ofκ . We also
consider a lifting operatorLe defined on polynomials on
e vanishing on∂e into polynomials on the at most two
elementsκ containingeand vanishing on∂κ \e, which is
constructed by affine transformation from a fixed operator
on the reference element. We recall the next results from
[16, Lemma 3.3].

Property 5.1 Denoting by Pr(κ) the space of polynomials
of degree smaller than r onκ , we have

∀v∈ Pr(κ),
{

c||v||0,κ ≤ ||vψ1/2
κ ||0,κ ≤ c′||v||0,κ ,

|v|1,κ ≤ ch−1
κ ||v||0,κ .

(18)

Property 5.2 Denoting by Pr(e) the space of polynomials
of degree smaller than r on e, we have

∀ v∈ Pr(e), c‖v‖0,e ≤ ‖vψ1/2
e ‖0,e ≤ c′‖v‖0,e,

and, for all polynomials v in Pr(e) vanishing on∂e, if κ is
an element which contains e,

‖Lev‖0,κ +he | Lev |1,κ≤ ch1/2
e ‖v‖0,e.

We also introduce a Clément type regularization operator
Cnh [8] which has the following properties, see [2, Section
IX.3]: For any functionw in H1(Ω), Cnhw belongs to the
space of continuous affine finite elements and satisfies for
anyκ in Tnh ande in εκ ,

||w−Cnhw||L2(κ) ≤ chκ ||w||1,∆κ

and ||w−Cnhw||L2(e) ≤ ch1/2
e ||w||1,∆e.

(19)

For the a posteriori error studies, we consider the
piecewise affine functionuh which take in the interval
[tn−1, tn] the values

uh(t) =
t − tn−1

τn
(un

h−un−1
h )+un−1

h .
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The solutions of Problems (3) and (4) verify for t in
]tn−1, tn] and for allv(t) ∈ H1(Ω) andvh(t) ∈ Xnh:

β
∫

Ω
∇(u−uh)(t,x)∇v(t,x)dx+

∫

Γ

∂ (u−uh)

∂ t
(t,s)v(t,s)ds

=−β
∫

Ω
∇(uh(t,x)−un

h(x))∇v(t,x)dx

−β
∫

Ω
∇un

h(x)∇v(t,x)dx−
∫

Γ

∂uh

∂ t
(t,s)v(t,s)ds

= β
tn− t

τn

∫

Ω
∇(un

h−un−1
h )(x)∇v(t,x)dx

− ∑
κ∈Tnh

β
∫

∂κ
(∇un

h.n)(x)(v− vh)(t,x)dx

−
∫

Γ

un
h−un−1

h

τn
s(v− vh)(t,s)ds.

(20)
We introduce, for every edgee of the mesh, the function

φe
h,n =















1
2

β [∇un
h.n]e if e ∈ εκ ,

β ∇un
h.n+

un
h−un−1

h

τn
if e ∈ εm

κ ,

(21)

Then, we get the equation

β
∫

Ω
∇(u−uh)(t,x)∇v(t,x)dx

+

∫

Γ

∂ (u−uh)

∂ t
(t,s)v(t,s)ds

= β
tn− t

τn

∫

Ω
∇(un

h−un−1
h )(x)∇v(t,x)dx

−β ∑
κ∈Tnh

∑
e∈∂κ

∫

e
φe

h,n(x)(v− vh)(t,x)dx.

(22)

Since, we introduce the indicators: For eachκ in Tnh,

(ητ
n,κ)

2 = τn‖∇(un
h−un−1

h )‖2
0,κ

and
(ηh

n,κ)
2 = ∑

e∈∂κ
he‖φe

h,n‖2
0,e.

5.2 Upper bounds of the error

We are now able to prove the upper bound.

Theorem 5.3 For all m= 1, ...,N, we have the following
upper bound

β‖∇(u−uh)‖2
L2(0,tm,L2(Ω))

+ ‖u(tm)−um
h ‖2

0,Γ ≤

C
[

m

∑
n=1

∑
κ∈Tnh

(ητ
n,κ)

2+
m

∑
n=1

∑
κ∈Tnh

τn (ηh
n,κ)

2+ ‖u0−u0
h‖2

0,Γ
]

,

(23)
where C is a constant independent of hn andτn.

Proof.We denote byL(v) the right hand side of the
equation (22) and we introduce the function
w(t,x) = e−t(u−uh)(t,x) which verify the equation

∂w
∂ t

(t,x)+w(t,x) = e−t ∂ (u−uh)

∂ t
(t,x). (24)

We multiplyL(v) by e−t and takev= w to obtain

e−tL(w) = β
∫

Ω
|∇w(t,x)|2 dx+

∫

Γ
w2(t,s)ds

+
1
2

∫

Γ

∂w2

∂ t
(t,s)ds

≥ β‖∇w(t)‖2
0,Ω +

1
2

∫

Γ

∂w2

∂ t
(t,s)ds.

(25)

By taking into account thate−t < 1 and remark thatL(w)≤
L(u−uh), we have

β‖∇w(t)‖2
0,Ω +

1
2

∫

Γ

∂w2

∂ t
(t,s)ds

≤ β
∫

Ω
∇(u−uh)(t,x)∇(u−uh)(t,x)dx

+
∫

Γ

∂ (u−uh)

∂ t
(t,s)(u−uh)(t,s)ds.

(26)

We integrate the last relation in]tn−1, tn], sum ofn from 1
to m, take into account the relatione−2t ≥ e−2T to get the
following bound

e−2T
[

β
m

∑
n=1

∫ tn

tn−1

‖∇(u−uh)(t)‖2
0,Ω dt

+
1
2

∫

Γ
|u−uh|2(tm,s)ds

]

≤
m

∑
n=1

∫ tn

tn−1

L(u−uh)dt +
1
2

∫

Γ
|u−uh|2(0,s)ds.

(27)

and then

β
∫ tm

0
‖∇(u(t)−uh(t))‖2

0,Ω dt +
1
2
‖u(tm)−um

h ‖2
0,Γ

≤C
(

m

∑
n=1

∫ tn

tn−1

L(u−uh)dt + ‖u0−u0
h‖2

0,Γ
)

,

(28)
whereC is a constant independent ofhn andτn.

Next, we have to bound the right hand side of the last
inequality. In all the rest of the proof, we denotev= u−uh
and we decomposeL(v) = L1(v) + L2(v) and we bound
each one separately. First, we have

L1(v) = β
tn− t

τn
∑

κ∈Tnh

∫

κ
∇(un

h−un−1
h )(x)∇v(t,x)dx

≤ β | tn− t
τn

| ∑
κ∈Tnh

‖∇(un
h−un−1

h )‖0,κ‖∇v(t)‖0,κ .

(29)
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We integrate the last system in]tn−1, tn] and we obtain
∫ tn

tn−1

L1(v)dt

≤ ∑
κ∈Tnh

(

β 2‖∇(un
h−un−1

h )‖2
0,κ

∫ tn

tn−1

(tn− t)2

τ2
n

dt
)

1
2

(

∫ tn

tn−1

‖∇v(t)‖2
0,κ dt

) 1
2

≤ β√
3

(

∑
κ∈Tnh

(ητ
n,κ)

2)
1
2
(

∑
κ∈Tnh

‖∇v‖2
L2(tn−1,tn,L2(κ))

)
1
2

≤C1(ε1) ∑
κ∈Tnh

(ητ
n,κ)

2+
ε1

2
‖∇v‖2

L2(tn−1,tn,L2(Ω)).

(30)
Next, we sum overn from 1 tom and get the bound

m

∑
n=1

∫ tn

tn−1

L1(u−uh)dt ≤C1(ε1)
m

∑
n=1

∑
κ∈Tnh

(ητ
n,κ)

2

+
ε1

2
‖∇(u−uh)‖2

L2(0,tm,L2(Ω)),

(31)

whereC1(ε1) is a constant independent ofhn andτn.
Next, by takingvh(t) = Rn,h(v(t)), we have

L2(v)

=−β ∑
κ∈Tnh

∑
e∈∂κ

∫

e
φe

h,n(x)(v− vh)(t,x)dx

≤ ∑
κ∈Tnh

∑
e∈∂κ

‖φe
h,n‖0,e‖v(t)− vh(t)‖0,e

≤C2 ∑
κ∈Tnh

(

∑
e∈∂κ

he‖φe
h,n‖2

0,e

)
1
2
(

∑
e∈∂κ

‖∇v(t)‖2
0,∆e

)
1
2

≤C2
(

∑
κ∈Tnh

(ηh
n,κ)

2)
1
2
(

∑
κ∈Tnh

∑
e∈∂κ

‖∇v(t)‖2
0,∆e

) 1
2

≤C3
(

∑
κ∈Tnh

(ηh
n,κ)

2)
1
2‖∇v(t)‖0,Ω ,

(32)
whereC2 andC3 are constants independent ofhn andτn.
We integrate the last system over]tn−1, tn] and we have:

∫ tn

tn−1

L2(v)dt

≤C3
(

∫ tn

tn−1
∑

κ∈Tnh

(ηh
n,κ)

2dt
)

1
2
(

∫ tn

tn−1

‖∇v(t)‖2
0,Ω dt

)
1
2

≤C3
(

∑
κ∈Tnh

τn (ηh
n,κ)

2)
1
2‖∇v‖L2(tn−1,tn,L2(Ω))

≤C4(ε2)
m

∑
n=1

∑
κ∈Tnh

τn (ηh
n,κ)

2

+
ε2

2
‖∇(u−uh)‖2

L2(0,tm,L2(Ω)),

(33)

whereC4(ε2) is a constant independent ofhn andτn.

The relations (28), (31) and (33) allow us to get the
following bound

β‖∇(u−uh)‖2
L2(0,tm,L2(Ω))

+
1
2
‖u(tm)−um

h ‖2
0,Γ

≤ c
[

m

∑
n=1

∑
κ∈Tnh

(ητ
n,κ)

2+
m

∑
n=1

∑
κ∈Tnh

τn (ηh
n,κ)

2+ ‖u0−u0
h‖2

0,Γ
]

+
(ε1+ ε2)

2
‖∇(u−uh)‖2

L2(0,tm,L2(Ω)),

(34)
wherec is a constant independent ofhn andτn.

By choosingε1 =
β
2

andε2 =
β
2

, we get the desired upper

bound. �

Next, we will bound the term‖∂ (u−uh)

∂ t
‖2

L2(0,tm,H−1/2(Γ ))
.

Theorem 5.4 For all m= 1, ...N, we have the bound:

‖∂ (u−uh)

∂ t
‖2

L2(0,tm,H−1/2(Γ ))

≤C
[

m

∑
n=1

∑
κ∈Tnh

[(ητ
n,κ)

2+ τn (ηh
n,κ)

2]+ ‖u0−u0
h‖2

0,Γ
]

,

(35)
where C is a constant independent of hn andτn.

Proof.Let r(t) ∈ H1/2(Γ ) and consider the problem:

{

∆w(t,x) = 0 in]0,T[×Ω ,

w(t,x) = r(t,x) on]0,T[×Γ .
(36)

It admits a unique solutionw(t) ∈ H1(Ω) which verify

‖∇w(t)‖0,Ω ≤C1‖r‖1/2,Γ , (37)

whereC1 is a constant.

We consider the equation (22), use the relation (29) and
(32), and use the Cauchy Schwartz inequality to get

1
‖∇v(t)‖0,Ω

∫

Γ

∂ (u−uh)

∂ t
(t,s)v(t,s)ds

≤ β‖∇(u−uh)(t)‖0,Ω + c
(

∑
κ∈Tnh

(ηh
n,κ)

2)
1
2

+β
|tn− t|

τn

(

∑
κ∈Tnh

‖∇(un
h−un−1

h )‖2
0,κ

)1/2
.

(38)

For every v(t) ∈ H1/2(Γ ), we consider it lifting in
v(t) ∈ H1(Ω) verifying the system (36). Using (37), we
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deduce following bound

1
||v(t)||1/2,Γ

∫

Γ

∂ (u−uh)

∂ t
(t,s)v(t,s)ds

≤ 1
||∇v(t)||0,Ω

∫

Γ

∂ (u−uh)

∂ t
(t,s)v(t,s)ds

≤ β‖∇(u−uh)(t)‖0,Ω + c
(

∑
κ∈Tnh

(ηh
n,κ)

2)
1
2

+β
|tn− t|

τn

(

∑
κ∈Tnh

‖∇(un
h−un−1

h )‖2
0,κ

)1/2
.

(39)
Then we get

||∂ (u−uh)

∂ t
||−1/2,Γ

= sup
v∈H1/2(Γ )

1
||v(t)||1/2,Γ

∫

Γ

∂ (u−uh)

∂ t
(t,s)v(t,s)ds

≤ β‖∇(u−uh)(t)‖0,Ω + c
(

∑
κ∈Tnh

(ηh
n,κ)

2)
1
2

+β
|tn− t|

τn

(

∑
κ∈Tnh

‖∇(un
h−un−1

h )‖2
0,κ

)1/2
.

(40)
We deduce the desired result after integrating over
]tn−1, tn], summing onn from 1 tom for a m∈ {1, ...,N},
and using the theorem5.3. �

To conclude the upper bound of oura posteriori error, we
bound the term‖∇(u−πτuh)‖2

L2(0,tm,L2(Ω)).

Theorem 5.5 For all m= 1, ...N, we have the bound

‖∇(u−πτuh)‖2
L2(0,tm,L2(Ω))

≤C
[

m

∑
n=1

∑
κ∈Tnh

[(ητ
n,κ)

2+ τn (ηh
n,κ)

2]+ ‖u0−u0
h‖2

0,Γ
]

,

(41)
where C is a constant independent of hn andτn.

Proof.First, we have

‖∇(u−πτuh)‖L2(0,tm,L2(Ω))

≤ ‖∇(u−uh)‖L2(0,tm,L2(Ω))+ ‖∇(uh−πτuh)‖L2(0,tm,L2(Ω)).
(42)

The first term of right hand of the last relation can be
bounded, using theorem5.3, as

‖∇(u−uh)‖L2(0,tm,L2(Ω)) ≤C
[

m

∑
n=1

∑
κ∈Tnh

(ητ
n,κ)

2

+
m

∑
n=1

∑
κ∈Tnh

τn (ηh
n,κ)

2+ ‖u0−u0
h‖2

0,Γ
]

1
2 .

(43)

Now, we will bound the second term of the right hand side
of (42). Fort ∈]tn−1, tn], we haveπτuh(t) = un

h and then

uh(t)−πτuh(t) =
t − tn

τn
(un

h−un−1
h ). (44)

We obtain the relation

‖∇(uh−πτuh)(t)‖2
0,Ω ≤

(t − tn)2

τ2
n

( ∑
κ∈Tnh

‖∇(un
h−un−1

h )‖2
0,κ),

(45)

that we integrate over]tn−1, tn] and we get

∫ tn

tn−1

‖∇(uh−πτuh)(t)‖2
0,Ω ≤ 1

3 ∑
κ∈Tnh

(ητ
n,κ)

2. (46)

Finally, we conclude the relation

‖∇(u−πτuh)‖L2(0,tm,L2(Ω)) ≤C′[
m

∑
n=1

∑
κ∈Tnh

(ητ
n,κ)

2

+
m

∑
n=1

∑
κ∈Tnh

τn (ηh
n,κ)

2+ ‖u0−u0
h‖2

0,Γ
] 1

2 ,

(47)

whereC′ is a constant independent ofhn andτn. �

Corollary 5.6 For all m = 1, ...N, we have the following
upper bound:

‖∇(u−πτuh)‖2
L2(0,tm,L2(Ω))

+β‖∇(u−uh)‖2
L2(0,tm,L2(Ω))

+‖u(tm)−um
h ‖2

0,Γ + ‖∂ (u−uh)

∂ t
‖2

L2(0,tm,H−1/2(Γ ))
≤

C
[

m

∑
n=1

∑
κ∈Tnh

(ητ
n,κ)

2+
m

∑
n=1

∑
κ∈Tnh

τn (ηh
n,κ)

2+ ‖u0−u0
h‖2

0,Γ
]

,

(48)
where C is a constant independent of hn andτn.

Remark: Estimates (48) constitutes oura posteriorierror
estimate.

5.3 Upper bounds of the indicators

In this section, we bound the indicatorsητ
n,κ andηh

n,κ in
order to satisfy the optimality of thea posteriorierror. We
begin with the time indicatorητ

n,κ .

Theorem 5.7 For all m = 1, ...N, the following estimate
holds

(ητ
n,κ)

2 ≤C
(

‖∇(u−πτuh)‖2
L2(tn−1,tn,L2(κ))

+‖∇(u−uh)‖2
L2(tn−1,tn,L2(κ))

)

,
(49)

where C is a constant independent of hn andτn.
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Proof.For t ∈]tn−1, tn], (44) allows us to have

| t − tn
τn

|2|∇(un
h−un−1

h )(x)|2

≤ 2(|∇(u−uh)(t,x)|2+ |∇(u−πτuh)(t,x)|2).
(50)

We integrate the last relation onκ and on]tn−1, tn] to get
the following result:

(ητ
n,κ)

2 ≤ 6(‖∇(u−uh)‖2
L2(tn−1,tn,L2(κ))

+‖∇(u−πτuh)‖2
L2(tn−1,tn,L2(κ))).

(51)

�

In the following, we will bound the indicatorsηh
n,κ . For

t ∈]tn−1, tn], We have

β
∫

Ω
∇(u(t)−un

h)(x)∇v(t,x)dx+
∫

Γ

∂ (u−uh)

∂ t
(t,s)v(t,s)ds

=−β ∑
κ∈Tnh

∫

κ
∇un

h(t,x)∇v(t,x)dx−
∫

Γ

un
h−un−1

h

τn
(s)v(t,s)ds

=−β ∑
κ∈Tnh

∑
e∈∂ κ

∫

e
φe

h,n(x)v(t,x)dx.

(52)

Theorem 5.8 For all m = 1, ...N, the following bound
holds

τn (ηh
n,κ)

2 ≤C
(

‖∇(u−πτuh)‖2
L2(tn−1,tn,L2(∆κ))+

∑
e∈∂κ

δe‖
∂ (u−uh)

∂ t
(t)‖2

L2(tn−1,tn,H−1/2(e))

)

,

(53)
where

δe =

{

1 if e∈ εm
κ ∩∂κ

0 elsewhere,

and C is a constant independent of hn andτn.

Proof.We consider the equation (52), an elementκ ∈ Tnh
and an edgee of κ . We distinguish two cases

1.e ∈ εκ is an interior edge. We set
v(t,x) = Le(φe

h,nψe)(x) in (52) and we get

∫

e
(φe

h,n)
2(x)ψe(x)dx =
∫

∆e

∇(u−πτuh)(t,x)∇Le(φe
h,nψe)(x)dx.

(54)
By using the Hölder inequality and the property5.2,
we get
∫

e
(φe

h,n)
2(x)dx

≤C‖∇(u−πτuh)(t)‖0,∆e|Le(φe
h,nψe)|1,∆e

≤C′‖∇(u−πτuh)(t)‖0,∆eh
− 1

2
e ‖φe

h,n‖0,e,

(55)

whereC, C′ are constants independent ofhn and τn.
Then for all interior edgeewe have

he‖φe
h,n‖2

0,e ≤C′‖∇(u−πτuh)(t)‖2
0,∆e

. (56)

2.e∈ εm
κ is an edge onΓ . We setv(t,x) = Le(φe

h,nψe)(x)
in (52) and we get

∫

e
(φe

h,n)
2(x)ψe(x)dx =

∫

κ
∇(u−πτuh)(t,x)∇Le(φe

h,nψe)(x)dx

+
1
β

∫

e

∂ (u−uh)

∂ t
(t,x)(φe

h,nψe)(x)dx.

(57)

By using the Hölder inequality and the property5.2,
we get

‖φe
h,n‖2

0,e ≤ C‖∇(u−πτuh)(t)‖0,κ |Le(φe
h,nψe)|1,κ

+
1
β
‖∂ (u−uh)

∂ t
(t)‖−1/2,e ‖φe

h,nψe‖1/2,e,

(58)
whereC is a constant independent ofhn andτn. The
trace theorem and the property5.2allow us to get

h
1
2
e ‖φe

h,n‖0,e ≤C′(‖∇(u−πτuh)(t)‖0,κ

+‖ ∂ (u−uh)
∂ t (t)‖−1/2,e),

(59)

and then

he‖φe
h,n‖2

0,e ≤ 2C′(‖∇(u−πτuh)(t)‖2
0,κ

+ ∑
e∈∂κ

δe‖
∂ (u−uh)

∂ t
(t)‖2

−1/2,e).

(60)

We deduce, by using (56) and (60), the following bound

(ηh
n,κ)

2 ≤C′
1(‖∇(u−πτuh)(t)‖2

0,∆κ

+ ∑
e∈∂κ

δe‖
∂ (u−uh)

∂ t
(t)‖2

−1/2,e).
(61)

Finally, by integrating on]tn−1, tn], we get (53). �

6 Numerical results

To validate the theoretical results, we perform several
numerical simulations using the FreeFem++ software (see
[11]). We chooseβ = 1 andT = 1

6.1 a priori error validations

We begin with the numerical validation of thea priori
error estimates. To perform numerical investigations, we
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need to know the exact solution of problem (3). For that
purpose, we consider instead of a polygon the
two-dimensional unit circle with the following exact
solution

u(t,x,y) =
(e−tx)2− (e−ty)2

2
+e−ty+

1
2

(62)

which verifies the system (1). In fact, the corresponding
mesh is a polygon and we introduce here a geometrical
approximation. Nevertheless, the numerical results given
in the end of this section show that this approximation has
not a major influence.

Figure1 represents the mesh withm= 50 segments onΓ

and a mesh step sizeh =
2π
m

. We choosek = h and we

Fig. 1: The mesh.

consider the following numerical scheme

(∇un+1
h ,∇vh)+

1
k
(un+1

h ,vh) =
1
k
(un

h,vh). (63)

We introduce the error

errN =

N

∑
n=1

k‖un
h−u(tn)‖1,Ω

N

∑
n=1

k‖u(tn)‖1,Ω

, (64)

WhereN = [
T
k
] = [

m
2π

] ([.] is the integer part).

Figure 2 shows in logarithmic scale, the error curve
between the exact and the numerical solution for different
values of the mesh step wherem takes the values
80,90,100,110,120. Ask = h, the error must be of order
h and the slope of the straight line must be of order one.
The figure2 gives a straight line with a slope of 0.9284.

Fig. 2: A priori error curve.

6.2 a posteriori error validations

For the numerical validation of thea posteriori error
estimates, we consider the unit squareΩ =]0,1[2 and the
following initial data onΓ of problem (1)

u0(x,y)=

{

sin(2πx) on the top ofΓ ,

0 on the sides and the bottom ofΓ .
(65)

The considered numerical scheme is

∀vh ∈ Xnh, β
∫

Ω
∇un

h ∇vh(t)dx+
∫

Γ

1
τn

un
hvh(t)dσ

=

∫

Γ

1
τn

un−1
h vh(t)dσ .

(66)
We introduce the following time and space indicators

ητ
n =

(

∑
κ∈Tnh

τn‖∇(un
h−un−1

h )‖2
0,κ

)1/2

and
ηh

n =
(

∑
κ∈Tnh

∑
e∈∂κ

τnhe‖φe
h,n‖2

0,e

)1/2
.

We begin the iterations with an initial time stepτ1 =
T
20

and an initial mesh corresponding toM = 20 segments on
every side ofΓ . Our goal is to validate thea posteriori
error estimates.

We present here an adaptive algorithm based on oura
posteriori error estimates which ensures that the relative
energy error between the exact and the approximate
solutions is below a prescribed toleranceε. At the same
time, it intends to equilibrate the space and time
estimatorsηh

n andητ
n . At each time step, we aim to have

(ητ
n)

2+(ηh
n)

2

‖un
h‖2

1,Ω
≤ ε2. (67)
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For the adapt mesh (refinement and coarsening), we use

routines in FreeFem++. We setε1 =
ε√
2

and we introduce

the time and space error

e1(u
n
h) =

ητ
n

‖un
h‖1,Ω

and e2(u
n
h) =

ηh
n

‖un
h‖1,Ω

.

The actual algorithm is as follows:
Choose an initial mesh T0h, an initial
time step τ1, and set t0 = 0
Set n= 1 Loop in time:
While tn≤T

tn = tn−1+ τn
Solve un⋆

h = Sol(un−1
h ,τn,Tnh)

calculate ee1 = e1(un⋆
h ) and ee2 = e2(un⋆

h )
if ((ee1 > ε1) or (ee2 ≥ ε1))
if (ee1 > ee2)

set tn = tn−1− τn and τn = τn/2
else

set tn = tn−1− τn
refine and coarsen the mesh using
the routine "ReMeshIndicator"
in FreeFem++, and create
new mesh called again Tnh

end if
else if(ee1 is very smaller than ε1)
set τn = 2τn, un

h = un⋆
h and n= n+1

set Tnh = Tn−1h
else
set un

h = un⋆
h and n= n+1

set Tnh = Tn−1h
end if

end loop

In this algorithm, if the error does not satisfy the criteria
(67), the algorithm tests if the time error is larger than the
space error. If so, the algorithm decreases the time step
50%. Otherwise, it adapts the space mesh using the
indicators and the routine ”ReMeshIndicator” in
FreeFem++. If the error satisfies the criteria (67), the
algorithm performs time iterations either by increasing
the time step if the error is much smaller thanε1, or not
keeping the same time step .
Figures (3 to 6) show the evolution of the mesh with time
(ε1 = 0.01). It is clear that the mesh is concentrated
around the part of the boundaryΓ where we impose the
initial data.
Figures (7 to 10) show the evolution of the solution with
time.

In order to show the adapt time step, we consider
T = 1 and an initial time stepτ1 = 0.05. Figure11 show
the evolution of the time step during the time iterations.
At t = 0, the algorithm decreases the time step from 0.05
to 0.0000488 and during the iterations, the time step
increases progressively. These experiments are in very
good coherence with the theoretical results. So they prove
the interest of our approach.

Fig. 3: Initial mesh

Fig. 4: Mesh at t=0.00273438

Fig. 5: Mesh at t=0.140234

Fig. 6: Mesh at t=1
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Fig. 7: Numerical solution for t=0.00273438

Fig. 8: Numerical solution for t=0.140234

Fig. 9: Numerical solution for t=0.508984

Fig. 10: Numerical solution for pour t=1

Fig. 11: Time with respect to time step.
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