Design and Implementation of a Smart Campus Guide Android App
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Abstract: This paper introduces our Android application that recognizes the structure (a building and a statue, for example) in which a user is interested and displays useful information about the structure. This application records user’s personal information when the user downloads this application, keeps track of the user while it is run, recognizes the structure when the user takes a picture of it, displays the picture along with a text showing some useful information about the structure, and plays a video that is closely related to the structure. This paper introduces our design and implementation of the application in detail. The techniques introduced in this paper can be used in mobile augmented reality, ubiquitous learning, and location based services.
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1 Introduction

As the electronic techniques advance, computing machines have been miniaturized and smart phones are equipped with powerful processors and large memories. In the consequence, various services become available on smart phones. Since a smart phone is a personal belonging, it is an excellent candidate device on which a context-aware service is provided. As an example context-aware service on smart phones, we have picked the campus guide and we are introducing our implementation of it in this paper. The campus guide consists of the server and the client. The main features of the client include determining the current location of the user and the building the user is watching and playing the video which is closely related to the building. In order to realize the client’s features, the server consists of many components including the streaming server and a database server. The streaming server takes charge of delivering video content to the client whereas the database server takes charge of storing and retrieving information of the videos. When a new video is obtained and stored at the archive the path of the video file will be stored in the database.

The service scenario of our campus guide is summarized as follows:

1) When the application is first downloaded by a user, the application takes the user’s personal information and saves it in the database.
2) When the user starts running the application, it renders the campus map.
3) When the user takes a picture of a building, it recognizes which building is taken.
4) It displays the picture along with a text showing some information about the picture.
5) It plays the video closely related to the building.
6) After playing a video, it goes back to step 2.

There are many published research results that are similar to ours. For example, [1] introduced a mobile application[2] that displays a multimedia content relative to the object in the photo when the smart phone user takes
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a picture of an article on exhibition in a museum. In [3], a mobile education application[4], which displays educational contents relevant to the object in the photo when a child in a museum or a park takes a picture with a smart phone, is introduced. In [5], a mobile application that figures out the appropriate key words representing objects in the photo when the user takes a picture of a landmark and retrieves images from open image databases with the key words to display them on the smart phone is introduced.

However, none of them plays videos. One of the unique features of our application is that it plays a video which is closely related to the architecture when a user takes a picture of it. In order to make it play a video, we have to install a streaming server.

Another unique feature is the way of identifying the architecture in the picture taken by the user. All the existing applications use an image recognition technique to identify objects in a photo. An image analysis process is time consuming. For example, suppose that a camera image has 10 feature points and the map image has 32 feature points. Then, there are 4 billion different possible 4-point correspondences [6]. In contrast to other existing applications, our application does not use the photo image at all. Our method is originated from the fact that modern smart phones are equipped with pretty accurate sensors. A GPS device on a smart phone measures the location of the phone with as little as 10 meter error. A compass on a smart phone measures the orientation of the phone with less than 2 degree error. The proposed method calculates the formula of the line of sight of the camera with its location and orientation. Then it finds any element of the map that intersects with the line of sight. Among the intersecting elements, the closest one represents the object on the photo if the distance between the camera and element is close to the focus distance of the camera. The time for obtaining the sensor data and calculating the formula of the line of sight is so short that we can ignore it in estimating the process time of our method. The process time is dominated by the time to find the elements of the map that intersect with the line of sight of the camera. The execution time of this process is proportional to the number of elements of the map around the location of the smart phone. There are no more than a few hundreds of such elements. Therefore, our method is radically faster than any existing photo recognition methods. This recognition method was first introduced in [7] and this paper is the first application that makes use of the method.

2 RELATED WORKS

Our campus guide is a kind of VOD (video on demand) system because it plays a video when the user selects the menu. Since it is running on a smart phone it is a mobile VOD service. There are so many published research results related with mobile VOD. [8] proposed cache schemes to reduce the waiting time of the clients of VOD. Ensuring service continuity between fixed and wireless networks has been one of hot research topics. [9] proposed an approach appropriately selecting a broadcasting scheme which minimizes the delay. [10] proposed an apparatus for easily setting up an IPTV interactive digital channel.

Context-aware service[11] is desired but there are not many commercially successful context-aware services. [12] focuses on the methodology of context-aware service design. It starts with building a Petri net model of the system and refines the model into a system design. Context-aware services heavily rely on specific context information and cannot be realized in highly distributed and decentralized environments. [13] addresses this problem by combining the ideas of context-aware frameworks and autonomous data dissemination.

[14] investigates context-aware pervasive service composition (CAPSC) requirements and designs CAPSC architecture. In [15], they determined some essential principles for developing and implementing context-aware applications. Then, they proposed a context-aware framework for an intelligent university mobile organizer by using spring.net technology. Location is one of the essential factors of context[16]. [17] proposed a hierarchical localization scheme. [18] presents design and application of a system for tracking mobile search and rescue robots. [19]
3 DESIGN OF THE SYSTEM

Whenever the user takes a picture, the application recognizes the building in the picture taken and plays the video related to the building. The application repeats this process until the user terminates the application. This process is summarized in Figure 1.

Our application plays a video which is related to the building in the picture. Video files are usually huge and stored in an archive system. Information about videos in the archive should be stored in a database so that it can be easily retrieved. Our database has many tables including the following three: 1) genreTable consisting of genreID, genreName, genreIcon, description attributes, 2) videoTable consisting of videoId, videoTitle, videoPath, metadata, ..., attributes and 3) genreVideoTable consisting of genreID and videoId attributes. The type of metadata attribute in videoTable is defined by XML and the metadata file for the video will be saved here.

Since the video files are stored in an archive, our system should be a kind of client-server system as shown in Figure 2. In the server, in addition to a database server, we need a streaming server which takes charge of controlling and delivering media. There are quite a few free streaming servers and implementing a streaming server is quite easy. We are installing Darwin [20] open source streaming server as our streaming server. It will run on Microsoft Windows Server 2008.

The method of recognizing objects on photos taken by a smart phone camera we are using in this paper makes use of electronic maps. So far, the accessories attached to a mobile phone have not been accurate enough to locate the phone on a map, to determine the camera orientation, and to measure the focus distance of the camera. Therefore, all the existing picture recognition systems rely on image processing techniques. Many of them do make use of GPS and compass data to narrow down the scope of the images to be compared with the photo image, but they all rely on image processing techniques at the final stage of photo recognition. Now, it is changed. They have been improved, and the measurement error of a GPS (compass) on a recently released smart phone is about 10 meters (less than 2 degrees). The process of recognizing the building taken by the camera on the smart phone is described as follows.

1) We obtain an electronic map describing the physical area of the application system. Considering an application of museum guide, we need a drawing (AutoCAD drawing, for example) of the museum building. There exist drawings for all big buildings. The level of detail of the drawing is closely related to the purpose of the application. Considering a campus guide on the level of building, the object recognition process should be able to identify the name of the building on the photo. An example of an electronic map for this application is shown in Figure 3. The electronic map consists of edges representing the outline of Natural Science Building, Gymnasium Building, Student Hall, and so on, where an edge is represented by a pair of points, its start and end. A point is represented by a pair of real numbers, (longitude, latitude).

2) With the sensor data, we determine the location of the smart phone. In Android, "LocationManager" class provides a method that returns the location of the smart phone. Most of the smart phones are equipped with a GPS receiver, WIFI device, 3G or 4G communication device. "LocationManager" uses data from these devices to determine the location of the smart phone.

3) We collect the orientation data, namely azimuth, pitch and roll values. In Android, "SensorManager" class provides a method that returns those values.

4) Using the "Camera" class, we get the focus distance of the camera. In Android, "Parameters" class nested in "Camera" class provides a method, getFocusDistance, which returns the focus distance.

5) We execute our "Object Recognition Algorithm" to identify the object on the camera. This algorithm calculates the formula representing the line of sight of the camera with the location and orientation data, finds the element (edge) of the electronic map intersecting with the line of sight and its distance is close to the focus distance. If there is no such element, then the algorithm concludes that the object on the photo is not something represented on the electronic map, maybe a person. If there is such an edge (element), then the building (the point of interest) whose outline contains the edge is determined as the object in the photo. Our "Object Recognition Algorithm" is described in Figure 4 [7].
4 IMPLEMENTATION

We implemented our client on Android [21]. For the purpose of rendering a video stream, we can use either MediaPlayer or VideoView. We chose to use VideoView in our MyMediaPlayer because it is easier to handle. What we need to do is to override just one method, onCreate, of Activity as shown in Figure 5. VideoView plays a video streamed by setVideoURI(). If we want to play a local video, we can use setPath() instead of setVideoURI(). path in the code contains video’s URL.

```
setContentView(R.layout.videoviewplayer);
videoView = (VideoView) findViewById(R.id.videoView);
videoView.setVideoURI(Uri.parse(path));
MediaController mediaController = new MediaController(this);
videoView.setMediaController(mediaController);
videoView.requestFocus();
videoView.start();
```

Fig. 5 A part of the player module.

In the previous section, we said that the main purpose of the database is to store and retrieve video information. In addition to the main purpose, we are planning to use the database to provide context-aware services. To this end, we have tables of recording subscribers’ information, who watched what video, to what genre which video belongs to, and so on as shown in Figure 6. Our mobile application consists of the classes shown in Figure 7. IdentifySubjectMain contains methods of obtaining GPS information to determine the user’s location, of scanning sensors to collect sensor values, of taking a picture with the camera, and so on. Using LocationManager class we can easily obtain GPS information. In order to instantiate this class, we use the following sentence:

```
Context.getSystemService(Context.LOCATION_SERVICE).
```

Then, we register the listener (mListener) with the Location Manager (mLocMan) to receive location updates:

```
mLocMan.requestLocationUpdates(LocationManager.GPS_PROVIDER, 1000, 0, mListener);
```

The Location Manager (mLocMan) calls onLocationChanged (Location location) defined in mListener when the user location changes. That means, we have to define onLocationChanged(Location location) in mListener which is a LocationListener().

In order to access the device’s sensors, we have to use SensorManager. The following sentence creates a new instance of SensorManager:

```
getSystemService(SENSOR_SERVICE);
```

The SensorManager calls onSensorChanged(int sensor, float[] values) when there is change on the registered sensor. So, we register SENSOR_ORIENTATION as follows:

```
sm.registerListener(this, SensorManager.SENSOR
```
Among the sensor values, the application uses azimuth and pitch as follows:

```java
if (sensor == SensorManager.SENSOR_ORIENTATION) {
    azimuth = values[0] + 7.5;
    pitch = values[1];
}
```

Note how we get azimuth value. 7.5 is the difference between the magnetic north and the map north.

5 EXPERIMENTS

We have performed experiments of testing the accuracy of LocationManager at many different locations. An example of the locations is the following: A: 129.196990, 35.861779 We obtained the coordinates from Google Map. The measurement obtained at A by LocationManager on a Galaxy S2 was (129.1968912, 35.8619749). The distance from longitude 129 degree to 130 degree at latitude 36 degree is about 91.29 m and the distance from latitude 35 degree to 36 degree is about 110.941 m. Therefore, we can conclude that the average error of the measurements obtained at location A is about 13.73948193 m. Considering all the measurements obtained from the other locations, we concluded that the average error of LocationManager on Galaxy S2 phone is 11.52493934 m. After testing LocationManager, we performed experiments of testing the accuracy of the compass on a Galaxy S smart phone. In these experiments, we measured azimuth of our Galaxy S while it is aiming at the point C (129.196499, 35.862063) from the point A (129.196271, 35.861620). Referring to these coordinates, we can find that the slope of the line defined by those two points is 2.361227042. The azimuth of the line of sight defined by points A and C can be calculated by the following equation:

```
Azimuth = 90 - Atan(Slope)
```

The azimuth we obtained was 22.95307631. This is the azimuth on the map. The magnetic north is not the same as the map north. Using a military compass and map, we found out the difference is about 7.5 degree. From these calculations and measurements, we concluded that the azimuth of our Galaxy S should be 30.45307631. After
many measurements of the azimuths, we concluded that the average error of our measured azimuths is about 15.4 degree.

Finally, we performed experiments of running the application on Galaxy S2 taking pictures of buildings. Three screenshots are shown in Figure 10. The experiments showed that the application 100% correctly plays the right video when it was run within 50 meters from a building.

6 CONCLUSIONS

This paper described the development of our campus guide mobile application. When the user takes a picture of a building, it identifies the building, displays information about the building and plays a video related to the building. The process of identifying the building in a picture is the first implementation of the idea proposed in [7]. Our experimental results showed that the application recognizes the building taken by the camera practically well.
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