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Abstract: This paper concentrates an efficient event detection approach exploiting data fusion technology for the heterogeneous wireless sensor networks. In this type of wireless sensor networks, each sensor is equipped with multiple sensing units. Particularly, in this paper, we study on the data fusion approach based on the type of complementary heterogeneous wireless sensor networks, and the fire disaster detection is utilized as an example of event detection. The proposed event detection model is constructed of data fusion level and information fusion level. In the data fusion level, resource data are collected from the sensors which are both in the sensing field out of the sensing field. In the information fusion level, the event can be detected by computing the data fusion probabilities. For the fire disaster detection process, data collected from temperature sensors and humidity sensors are combined, and then all the measurements are supposed independent on normal random variables. Afterwards, the data fusion process is implemented utilizing genetic algorithm, by which the population is evolved through a predetermined number of consults. Therefore, for each generation of answers, a new set of artificial creatures can be calculated. Furthermore, the answers can be solved by fragments of the most suitable individuals. Finally, experiments are conducted on a series of simulations using the OMNeT++ tool. Compared with other methods, the proposed data fusion based event detection algorithm can effectively find the event through detecting the notify state and alert state, and performs better than other two methods both in the fusion quality and fusion efficiency.
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1 Introduction

In recent years, with the rapid development of computer technology and wireless communication technology, the wireless sensor nodes become smaller and can communicate with each other effectively within a limited range. As is well known that wireless sensor nodes have the functions of data sensing, data computing, and information communicating. In a work, the sensors are designed using the idea that wireless sensor networks are constructed utilizing a huge number of sensor nodes. Particularly, sensor networks are designed and developed based on the typical sensors. A sensor network consists of many sensor nodes, which can send message to other sensors through wireless communications [1].

Based on the development of sensor networks, wireless sensor networks have attracted researchers’ attentions all over the world in recent years. However, the size of wireless sensors are not big, and the processing ability and computing resources are limited as well. Furthermore, the wireless sensors are more cheap than normal sensors. The wireless sensor nodes can sense and send information from the environment, and then they can transmit the information packet to users [2].

As is shown in Fig.1, the structure of a typical sensor node is illustrated. A sensor node is made up of 4 sections, including: 1) unit of sensing , 2) unit of processing, 3) unit of transceiver and 4) unit of power. The sensor module and ADC module are usually installed in the wireless sensors, particularly, for the heterogeneous wireless sensor networks, multiple sensing units are installed in the sensor nodes and the analog signals are issued by the wireless sensors and the analog signals are converted to digital signals using the ADC module. As there are process module and memory module in the wireless sensors, the information can be transmitted within the heterogeneous wireless sensor networks effectively. On the other hand, the transceiver module is allocated to send information for the wireless sensor networks. Moreover, the energy supplying component is named power supplied unit, which can...
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provide the energy for the whole heterogeneous wireless sensor networks.

There are little infrastructure in the heterogeneous wireless sensor networks, and this networks is made of a large number of sensor nodes which can monitor a specific region to receive data from the environment. Particularly, the wireless sensor networks can be divided into two classes, which are 1) structured wireless sensor networks and 2) unstructured wireless sensor networks. Particularly, the unstructured wireless sensor networks consist a dense collection of wireless sensor nodes. [3,5]. In this paper, the heterogeneous wireless sensor networks are discussed, which is defined as a specific type of wireless sensor networks several sensing units. That is, in this type of wireless sensor networks, each sensor node has many sensing units and a lot of sensing attribute can be sensed [6,7].

As is shown in Fig.2, sensor nodes of the wireless sensor networks can be divided into 4 categories: 1) Base station node, 2) Cluster head node, 3) Normal sensor node, and 4) Key distribution node. To enhance the communication quality, wireless sensors which are belonged to a same cluster should be placed in the sensing range of the related cluster head. The clocks of cluster head are assumed to be synchronized based on the GPS technology through the base station node. Utilizing the messages which represent the information of nodes’ state, each cluster head can collect the information between sensor nodes and cluster node. For the base station, it is made up of the information which is transmitted between different clusters. Therefore, sensors nodes can receive a message from the cluster head, and then send the received message to its neighbors.

Because the power of a wireless sensor node is quite limited, this paper introduce a novel kind of sensor node in the hierarchical wireless sensor networks framework. We aim to reduce normal nodes in the communication constructing phase and the information storing phase. Particularly, in our design, the base station should be located near its related cluster head node to implement a reliable communication.

The computing capability of the base station is quite effective, and its memory capacity is large as well. Furthermore, cluster heads send and receive information with other wireless sensors for a large area. To promote the effectiveness of the wireless sensor networks, each sensor node should communicate to its related cluster node only. On the other hand, information packet can not be transmitted from one normal to another. Furthermore, the cluster head can communicate to each normal sensor in its sensing rage, and can send the information packet to the station. Hence, information can be fused by each cluster head through collaborating with its neighbor sensor node.

Data fusion is defined as the process of integration of multiple data and knowledge. Implement the effective data fusion process based on two data sources (denoted as dimension No.1 and No.2) can lower a classifier superior to each classifier based on the above two dimensions. In this paper, our data fusion process is belonged to the low level data fusion, which can integrate several sources of raw data to generate new raw data. [8,9,10]. Furthermore, sensor fusion is also widely utilized in the information
process of wireless sensor networks, which is belonged to the concept of information fusion.

The rest of the paper is organized as the following sections. Section 2 introduces the related works. In section 3, data fusion approach for event detection in heterogeneous wireless sensor networks is illustrated. Section 4 presents the simulation results to make performance evaluation and related analysis is proposed as well. Finally, we conclude the whole paper in section 5.

2 Related works

In this section, we will analyze the related works about the application of data fusion in wireless sensor networks. Data fusion is a powerful tool for wireless sensor networks in many aspects, such as energy saving, target coverage, routing algorithm, data dissemination and so on. Firstly, the data fusion based wireless sensor networks energy saving algorithm is illustrated. As the wireless sensor is powered by battery, the data fusion process in wireless sensor networks should be energy efficient.

Larios et al. presented a novel computational intelligence algorithm designed to optimize energy consumption in an environmental monitoring process: specifically, water level measurements in flooded areas. This algorithm aimed to obtain a trade-off between accuracy and power consumption. The implementation constituted a data aggregation and fusion in itself. A harsh environment can make the direct measurement of flood levels a difficult task [11]. Lin et al. studied on the process and performance of multi-attribute fusion in data collecting of wireless sensor networks. Afterwards, the authors present a self-adaptive threshold algorithm to adjust the different change rates [12]. Luo et al. proposed a new routing algorithm, which is named Adaptive Fusion Steiner Tree (AFST), to effectively collect data with energy constraint. On one hand, AFST can jointly optimize the costs for both data transmission and data fusion, on the other hand, AFST algorithm can calculate the benefit and cost of data fusion [13]. Different from the above research works, there are other typical works [14,15] about the data fusion based wireless sensor networks energy saving algorithm.

Secondly, coverage problem is an important problem for wireless sensor networks, which can solve the problems of using sensor nodes through building sensor networks to cover regions which should be detected. Considering the difference of regions to be detected, the coverage problem can be divided into two categories, which are "Area Coverage Problem" and "Target Coverage Problem". In this paper, we focus on the "Target Coverage Problem", which aims to detect the state of particularly region in a specific region.

Tan et al. proved that data fusion can effectively enhance sensing coverage by using the collaboration in sensors, and data fusion can lower sensor network density [16]. Furthermore, Xu investigated data fusion method under the communication constraint between the fusion center and each wireless sensor node [17].

Chen et al. aimed to solve the problem of target location estimation in heterogeneous wireless sensor networks and proposed a novel algorithm using a factor graph to fuse the heterogeneous measured data. In the proposed algorithm, the authors mapped the problem of target location estimation to a factor graph framework and then utilized the sum-product algorithm to fuse the heterogeneous measured data so that heterogeneous sensors can collaborate to improve the accuracy of target location estimation [18].

Thirdly, in wireless sensor networks, the design of information packet routing is of great importance. The reasons lie in that wireless sensor networks have the features which can distinguish other kind of wireless networks, such as mobile ad hoc networks. Moreover, data fusion based routing algorithm has been widely utilized in many application fields, and the related works is illustrated in the following sections.

Lu et al. proposed a distributed data fusion routing (D2F) algorithm, which is designed for deploying distributed data fusion application in wireless sensor networks. D2F can find the optimal route path and fusion placements for a given data fusion tree, which obtains the optimal energy consumption for in-network data fusion. D2F can also handle different link failures and maintain the optimality of energy cost of data fusion by adapting to the dynamic change of network [19]. Luo et al. proposed a routing algorithm which is named called Minimum Fusion Steiner Tree (MFST) to collect data under the power saving policy for wireless sensor networks [20].

Finally, Information fusion for data dissemination in wireless sensor networks is presented in the following subsection.

Nakamura et al. proposed a novel information fusion method (Topology Rebuilding Algorithm (TRA)). In this paper, the network traffic is solved as a signal which can be filtered and translated into evidences [21]. Furthermore, Nakamura et al. also studied on how to use a Dempster-Shafer engine to detect the need for a topology reconstruction [22].

3 Data fusion approach for event detection in heterogeneous wireless sensor networks

3.1 Overview of heterogeneous wireless sensor networks

The wireless sensor networks utilized in the proposed work are organized in heterogeneous mode and equipped with several sensing units. We can see that each sensor in the HWSN is constructed by installing more than one sensing unit. On the other hand, the attributes of each sensing unit are different from each other. To make the explanation more clear, we give an example (shown in Fig.3) to illustrate the structure of HWSN. In Fig.3, the
sensing area for a specific sensor is described as a circle centered at the sensor in its sensing range. In Fig.4, we give a bipartite graph to illustrate an example of target coverage problem with multiple sensing units and multiple attributes.

Fig. 3: An example of heterogeneous wireless sensor networks

3.2 The proposed data fusion approach for HWSN

In data fusion field, wireless sensors can be utilized in a wide variety of forms. According to the paper [23], it is possible to classify three different types of wireless sensor fusion, which are "complementary", "cooperative" and "competitive". Particularly, Competitive sensor fusion refers to that if each sensor can deliver independent and redundant measurements of the same phenomenon, providing fault tolerance and robustness to the system. In this paper, we focus on the data fusion approach based on the complementary heterogeneous wireless sensor networks.

In the following section, the formal description of data fusion in heterogeneous wireless sensor networks is given. Supposing \( \{X_i\} \) refers to a sequence of several random variables, and then \( X_i \) is supposed to have the density of \( f(x_i, \mu_0, \sigma) \), where \( i \in [1, \tau - 1] \) and the parameter \( \mu_0 \) is known. Particularly, \( \tau \) represents the time index which can signal the event. In this paper, we utilize the event of fire disaster happening in forest to test the performance of the proposed algorithm. The data fusion process in fire disaster detection model is shown in Fig.5. As is shown in Fig.5, the proposed the fire disaster detection model is made of data fusion level and information fusion level. In the first level resource data are collected from the sensors in the sensing field and the sensors out of the sensing field. In the second level, the fire disaster is detected by calculating the data fusion probabilities which is obtained by obtaining the generated probabilities. In the proposed fire disaster detection process, two kinds of sensors(temperature sensors and humidity sensors) are integrated together, and we suppose that all the measurements \( X_i (i \geq 1) \) do not depend on normal random variables.

For the temperature sensors, the following conditions are satisfied.

\[
f(x_i, \mu_0, \sigma) = e^{-\frac{(x_i-\mu_0)^2}{2\sigma^2}} \quad (1)
\]

Particularly, for the fire disaster detection, the following hypothesis should be satisfied.

\[
f(x_i, \mu_F, \sigma) = e^{-\frac{(x_i-\mu_F)^2}{2\sigma^2}} \quad (2)
\]

where the condition \( \mu_F > \mu_0 \) is satisfied, and \( \mu_0 \) refers to the average temperature in the absence of fire disaster. Afterwards, we assume that \( Y_i \) represents \( X_i - \mu_0 \) and \( \mu_d \) represents \( \mu_F - \mu_0 \). Hence, the absence of fire disaster \( Y_i \sim N(0, \sigma^2) \) is satisfied based on the condition

\[
\]
answers, a new set of artificial creatures would be obtained. These answers are based on fragments of the most adapted individuals. The proposed data fusion approach based on genetic algorithm is given as follows.

**Algorithm 1: Data fusion for heterogeneous wireless sensor networks based on genetic algorithm**

**Input:** \( E_i, L_{ij}, L_i \subseteq L_{sp} \)

**Output:** \( \text{New}_{sp} \)

1. \( E_f \) is computed by the efficiency solving process;
2. If the new \( E_f \) is larger than the maximum former \( E_f \) then
3. \( \text{Best}_{sp} = \text{Last}_{sp} \);
4. End If
5. \( \Delta E_f = 100 \cdot \left( \frac{\text{Last}_{sp} - E_f}{E_f} \right) - 1 \);
6. While \( (Rate(\text{reposition}) > 0) \)
7. Crossover();
8. Mutate();
9. \( \text{Rate(\text{reposition})} \) = ;
10. End while
11. If the system comes into the expert phase then
12. \( \text{New}_{sp} = \text{Best}_{sp} \);
13. Else if
14. \( \text{New}_{sp} = \text{Current}_{sp} \);
15. End if

In our fire disaster detection system, two important states are defined: "fire disaster notify state" and "fire disaster alert state". For the fire disaster notify state, it means that it is possible that the fire disaster will happen in the short term. On the other hand, fire disaster alert state means the fire disaster is occurring currently.

Using the genetic algorithm based data fusion approach, the decision can be made to present the alert state. To come into the alert state, several criteria should be defined as follows.

**Criteria 1:** If the relative humidity sensors are more reliable than the temperature sensors, we can utilize the detection process with the statistic \( k^{1/2} \cdot W^H_k \). Therefore, the condition is set to be true only the following equation is satisfied.

\[
k^{1/2} \cdot W^H_k < T_A(f)
\]

where \( T_A(f) \) denotes the threshold to be in the alert state. If criteria 1 is satisfied, the system comes into the alert state.

**Criteria 2:** If the following two equations is satisfied, the proposed system could be switched into alter state

\[
(k^{1/2} \cdot W^H_k < T_H(f)) \cap (k^{1/2} \cdot W^T_k < T_A(f))
\]

where \( T_H(f) \) denotes the threshold to leave the alert state.

**Criteria 3:** To make the state switching more flexible, the criterion should be satisfied.

\[
k^{1/2} \cdot (W_k^T - W^H_k) > \delta_1 \cdot T_A(f) - \delta_2 \cdot T_H(f)
\]

where parameters \( \delta_1 \) and \( \delta_2 \) are adjusting weights.

To make the decision for the notify state, the lower thresholds are combine together through the minimum

\[
\begin{align*}
Y_i &\sim N(\mu_i, \sigma^2). \text{ Based on the above hypothesis, the test statistic can be defined as follows.} \\
K^{1/2} W_k &= K^{-1} \sum_{i=1}^{k} Y_i \\
&\quad \sqrt{\sum_{i=1}^{k} \frac{y^2}{x}}
\end{align*}
\]
operator to decide when the wireless sensor node will come into the notify state. If $T_N$ refers to the time instant the fire disaster detection system comes in to the notify state. Specially, $k^{-\frac{1}{2}} \cdot W^T_k$ and $k^{-\frac{1}{2}} \cdot W^H_k$ represents the test statistic which is utilized in the temperature sensors and humidity sensors respectively. Afterwards, the following equation can be satisfied.

$$T_N = \arg\min_k \{ k^{-\frac{1}{2}} \cdot W^T_k > T_N(f) \text{ or } k^{-\frac{1}{2}} \cdot W^H_k < T_H(f) \}$$

(7)

According to the conditions in Eq.7, if the parameters of temperature sensor and humidity sensor satisfied the pre-defined conditions, the fire disaster system will come into the notify state.

4 Simulations

In this section, we will present some simulation results to make performance evaluation for the proposed algorithm. The proposed algorithm is simulated by the OMNeT++ tool [24], and two other methods (Gur Game [25] and IEEE 802.15.4 standard [26]) are utilized to make performance comparison.

We suppose that the sampling rate is equal to 0.5Hz, which means that one sample for each two seconds. Afterwards, we update the estimation of the average temperature every 30 minutes. Therefore, the time window to make a decision is constrained in $N = 30 \times 60 \times 0.5 = 900$ samples. Furthermore, in this simulation, we set two experimental settings to make performance evaluation. In the first experimental settings, a fire takes place 10 minutes after the estimation of the ambient temperature $\mu_0$. This fire can change an average temperature increase from $\mu_0 = 30$ to $\mu_F = 30$ Celsius degrees ($\mu_d = 30$) at the measurements of one sensor and the standard deviation is taken $\sigma = 5$. Note that $\mu_F$ is an unknown parameter that affects the slope of the drift statistic change. Fig. 6 shows a sample function of the measurements, whereas Fig. 7 shows the evolution of the test statistic.

From the above two figures, we can see that utilizing the aforementioned false alarm rates of $f = 0.01$ and $f = 0.001$, the proposed approach comes to the alert state after 320 samples, and comes to the emergency state after 450 samples. Moreover, although temperature changing from 20 degree to 40 degree, the test statistic used is insensitive to instantaneous changes.

The second experimental settings implements the case that the fire front approaches a temperature sensor. A fire event happens ten minutes after the estimation of the average temperature $l_0$ and leads to a gradual increase of temperature at the rate of 0.01 degree per sample. It shows that the average temperature increases one degree in each 3.3 minutes. The initial temperature and the standard deviation are same to the first experimental settings with $\mu_0 = 30^\circ$ and $\sigma = 5$. Next, the sample function of the measurements and the evolution of the test statistic are given in Fig.8 and Fig.9 respectively.

From the experimental results in Fig.8 and Fig.9, we can see that the proposed approach can realize the change to enter the notify state only after 420 samples. The reason lies in that Since the the rate of temperature change is not high. However, the gradual increase of temperature will lead the system to come into the alert quite fastly after 810 samples.

In the following section, we will test the performance of Information fusion for the proposed algorithm. In scheme 1 used in information fusion process, we suppose that $M$ is equal to one, which means that we integrate the maximum probability induced by the sensors in the sensing field with the fire detection probability of the sensors out of the sensing field. Furthermore, we assume three different fire disaster happening probabilities for the sensor out of sensing field, which are 0.2, 0.4, and 0.9 respectively. Each sensor is fused with three different probabilities, which are 0.1, 0.4,
and 0.9, inferred by the LACU using sensor measurements within sensing field. Table 1 illustrates the integration results of the proposed data fusion algorithm. From the experimental results in Table 1, we can see that the final probability is kept in fairly small values only if both fused probabilities exceed 0.5. Therefore, the malfunctioning sensor can not trigger a fire disaster event by itself. Furthermore, when both sensors have high probability values, it will promote the confidence for a fire disaster event detection.

In scheme 2, the value of $M$ is supposed to be equal to 2, which means that we integrate the fused probabilities obtained in scheme 1 with the fire disaster detection probability of another sensor within the sensing field. Next, we suppose that the fire disaster detection probability is equal to 0.3 and 0.7 respectively, and the experimental results are shown in Table 2 and Table 3.

As is shown in Table 2 and Table 3, it can be seen that when all constituent probabilities are greater than a threshold (0.52), a fire disaster event detection can be promoted as it is indicated by the high values of the final fused probability.

Afterwards, two standard metric to evaluation data fusion are utilized: "Quality of fusion (QoF)" and "Efficiency (E)". Efficiency refers to the relation between received and sent messages, and it can be calculated as follows.

$$E = \frac{1}{E_m} \cdot \frac{R_m}{N}$$

Table 1: Data fusion results of scheme 1

<table>
<thead>
<tr>
<th>Sensor 1</th>
<th>Sensor 2</th>
<th>Conflict</th>
<th>Fusing the two sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.22</td>
<td>0.0114</td>
</tr>
<tr>
<td>0.1</td>
<td>0.4</td>
<td>0.54</td>
<td>0.1124</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9</td>
<td>0.78</td>
<td>0.5217</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2</td>
<td>0.51</td>
<td>0.1472</td>
</tr>
<tr>
<td>0.4</td>
<td>0.4</td>
<td>0.53</td>
<td>0.5147</td>
</tr>
<tr>
<td>0.4</td>
<td>0.9</td>
<td>0.51</td>
<td>0.9214</td>
</tr>
<tr>
<td>0.9</td>
<td>0.2</td>
<td>0.71</td>
<td>0.3147</td>
</tr>
<tr>
<td>0.9</td>
<td>0.4</td>
<td>0.53</td>
<td>0.7952</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>0.21</td>
<td>0.9832</td>
</tr>
</tbody>
</table>

Table 2: Data fusion results of scheme 2 with the probability of the sensor 2 is equal to 0.3

<table>
<thead>
<tr>
<th>Sensors fusion</th>
<th>Sensor 2</th>
<th>Conflict</th>
<th>Fusion probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0124</td>
<td>0.3</td>
<td>0.21</td>
<td>0.0024</td>
</tr>
<tr>
<td>0.1213</td>
<td>0.3</td>
<td>0.29</td>
<td>0.0267</td>
</tr>
<tr>
<td>0.4967</td>
<td>0.3</td>
<td>0.52</td>
<td>0.2114</td>
</tr>
<tr>
<td>0.1211</td>
<td>0.3</td>
<td>0.23</td>
<td>0.0178</td>
</tr>
<tr>
<td>0.5212</td>
<td>0.3</td>
<td>0.58</td>
<td>0.6007</td>
</tr>
<tr>
<td>0.9613</td>
<td>0.3</td>
<td>0.71</td>
<td>0.6816</td>
</tr>
<tr>
<td>0.3866</td>
<td>0.3</td>
<td>0.32</td>
<td>0.1024</td>
</tr>
<tr>
<td>0.7953</td>
<td>0.3</td>
<td>0.67</td>
<td>0.5188</td>
</tr>
<tr>
<td>0.9343</td>
<td>0.3</td>
<td>0.74</td>
<td>0.9307</td>
</tr>
</tbody>
</table>

Table 3: Data fusion results of scheme 2 with the probability of the sensor 2 is equal to 0.7

<table>
<thead>
<tr>
<th>Sensors fusion</th>
<th>Sensor 2</th>
<th>Conflict</th>
<th>Fusion probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0124</td>
<td>0.7</td>
<td>0.62</td>
<td>0.0126</td>
</tr>
<tr>
<td>0.1234</td>
<td>0.7</td>
<td>0.57</td>
<td>0.1232</td>
</tr>
<tr>
<td>0.5219</td>
<td>0.7</td>
<td>0.49</td>
<td>0.6639</td>
</tr>
<tr>
<td>0.1247</td>
<td>0.7</td>
<td>0.52</td>
<td>0.1414</td>
</tr>
<tr>
<td>0.5137</td>
<td>0.7</td>
<td>0.57</td>
<td>0.6872</td>
</tr>
<tr>
<td>0.9387</td>
<td>0.7</td>
<td>0.55</td>
<td>0.9687</td>
</tr>
<tr>
<td>0.3813</td>
<td>0.7</td>
<td>0.53</td>
<td>0.3007</td>
</tr>
<tr>
<td>0.7841</td>
<td>0.7</td>
<td>0.47</td>
<td>0.8203</td>
</tr>
<tr>
<td>0.9387</td>
<td>0.7</td>
<td>0.41</td>
<td>0.9547</td>
</tr>
</tbody>
</table>
average number of the received messages by the master sensor in the process of information monitoring, which can be computed by the following equation.

\[
QoF = \frac{1}{N} \sum_{i=1}^{N} R_m
\]  

(9)

In can be concluded from Fig.10 and Fig.11 that our algorithm performs better than "IEEE 802.15.4" and "Gur Game" both in the Quality of fusion and Efficiency metric. Each point in the above two figures shows that the average efficiency is obtained after 600 seconds since the simulation process starting. It is possible to notice that our proposed algorithm achieves a higher efficiency than other two methods. The value in efficiency is more than 95% in a network with 300 nodes. Because our algorithm aims to maximize the system efficiency, the efficiency of fire disaster detection is promoted actually, and this case is kept even when the density of wireless sensor networks is high. For example, with 1250 sensor nodes, efficiency of our algorithm is 2.1%, while the related value of IEEE 802.15.4 is 0.9%, and the value is 0.27% for Gur Game. This data shows that our algorithm is more for dense and dynamic heterogeneous wireless sensor networks than other two methods.
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**5 Conclusions**

In this paper, we present an novel event detection approach exploiting data fusion technology for the heterogeneous wireless sensor networks. In the event detection model, we design data fusion level and information fusion level. In the first level, resource data are collected from the sensors which are both in the sensing field out of the sensing field. In the second level, the events are detected by calculating the probabilities of data fusion. Furthermore, the data fusion results are obtained based on genetic algorithm, by which the population is evolved after a predetermined number of consults. Performance evaluation is implemented utilizing the OMNeT++ tool under different wireless sensor density.
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