A Projected Gradient Method for a High-order Model in Image Restoration Problems
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Abstract: Based on the augmented Lagrangian strategy, we propose a projected gradient method for solving the high-order model in image restoration problems. Based on the Bermúdez and Moreno (BM) algorithm, the convergence of the proposed method is proved. We also give the relationship that the semi-implicit gradient descent method can be deduced from the projected gradient method. Some numerical experiments are arranged to demonstrate the efficiency of the proposed method for restoring the gray-level and color images.
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1. Introduction

During the past two decades, the restoration of digital images based on variational models and optimization techniques has been extensively studied in many areas of image processing and computer vision such as image denoising, image deblurring, image zooming and image inpainting, etc. [1, 9]. Among these variational models, a frequently used model proposed by Rudin, Osher, and Fatemi (ROF) [19] considers to solve the following problem

\[
\min_u \alpha \int_{\Omega} (f - u)^2 \, dx + |u|_{BV(\Omega)},
\]

where \( \Omega \subset R^2 \) with Lipschitz boundary, \( BV(\Omega) \) is the space of functionals with bounded variation and \( \alpha \) is the regularization parameter. Since the ROF model has the ability to preserve image edges, this model and its variants have been widely used in the image restoration problems [1, 9, 18].

However, in the course of restoring the deteriorated image, the ROF model is well known to make the solution be piecewise constant (called the staircasing effect). To overcome this effect, some high-order PDEs [5, 10, 17, 21, 25] have been introduced. Its reason is that the high-order PDEs can damp the oscillations much faster and require much stronger smoothness. One of high-order PDEs has been proposed by Lysaker, Lundervold, and Tai [17] as follows:

\[
\min_u \frac{\lambda}{2} \int_{\Omega} (f - u)^2 \, dx + |u|_{BV^2(\Omega)},
\]

where \( \lambda \) is the regularization parameter and \( BV^2(\Omega) \) called the second-order bounded variation space is defined by

\[
|u|_{BV^2(\Omega)} = \sup \left\{ \int_{\Omega} \text{div}^2 \xi \, dx : \xi \in C^2_c(\Omega), \|\xi\|_{L^\infty(\Omega)} \leq 1 \right\} < \infty.
\]

In fact, when \( u \in W^{2,1}(\Omega) \), we can get \( |u|_{BV^2(\Omega)} = \int_{\Omega} |\nabla^2 u| \, dx \), where \( \nabla^2 u \) denotes the Hessian of \( u \). Obviously, we can extend the model (2) to a general high-order model as

\[
\min_u \frac{\gamma}{2} \int_{\Omega \setminus D} (f - Ku)^2 \, dx + |u|_{BV^2(\Omega)},
\]

where \( \gamma \) is the regularization parameter and \( D \subseteq \Omega \). It is obvious that the model (3) is the deblurring problem when \( K \) is the convolution operator and \( D = \emptyset \) [24]. When \( K \)
is the identity operator and $D \neq \emptyset$, this model turns to the image zooming or inpainting problem [12].

From the numerical point of view, the high-order model similar to the ROF model is not straightforward to be minimized, which is due to the fact that $|u|_{BV, (D)}$ is not differentiable. Thus a regularization approach is devised by employing $\int_\Omega \nabla^2 u \, d\tau = \sqrt{u_x^2 + u_y^2 + u_{xx}^2 + u_{yy}^2 + \epsilon \, d\tau}$ for a small positive $\epsilon$ to replace $|u|_{BV, (D)}$. Following this regularization, an artificial time marching algorithm [17, 26] or a fixed point iteration [22] is used to compute the related solution. But both of these methods suffer from some difficulties such as choosing the suitable parameter $\epsilon$. On the other hand, it is obvious that the solution obtained by these two methods is not the true solution of the high-order model (3). Another approaches, which can avoid dealing with the nondifferentiable term $|u|_{BV, (D)}$, follow from the motivation of Chambolle’s work [6]. These methods use the Legendre-Fenchel transformation to transform the original problem into the related dual problem so that we can easily obtain the solution of the original problem [8, 21, 20].

The augmented Lagrangian strategy, which can efficiently combine the advantages of the Lagrangian method and the penalty method, has been successfully applied to the image processing problem [14–16, 23, 24]. Recently, different from the methods by solving some subproblems to find the saddle point of the Lagrangian functions [16, 23, 24], Ito and Kunisch in their papers [14, 15] designed a smoothing function to approximate the original nonsmooth function in Hilbert space and then obtained the related solution based on an active set method. Motivated by the work of Ito and Kunisch [14, 15], in this paper, we propose a projected gradient method as a basic method to solve the high-order model (2). This projected gradient method requires a relatively small memory footprint and is easier to solve the high-order model (2) than the active set method used in [14, 15]. Thanks to the Bermúdez and Moreno(BM) algorithm [3], the convergence of the proposed algorithms is proved. We also give the relationship that the typical semi-implicit gradient descent algorithm [8] can be naturally deduce from this projected gradient method. Furthermore, different from the augmented Lagrangian method used to solve the image deblurring problem [24] and the artificial time marching method to solve image zooming [14] or the image inpainting problem[12], we also extend to this projected gradient method to efficiently solve these aforementioned image restoration problems.

The plan of the paper is as follows. We first recall some results about the augmented Lagrangian strategy in Section 2. Then we propose a projected gradient method to solve the high-order model based on the augmented Lagrangian strategy and give the convergence result of this method in Section 3. Furthermore, we also refer to the relationship between the projected gradient method and the typical semi-implicit gradient descent method in this section. We present experimental results in support of our proposed algorithms in Section 4, followed by some conclusions in Section 5.

2. Augmented Lagrangian method

Augmented Lagrangian method has many advantages over the Lagrangian method and the penalty method, which was recently applied to solve nonsmooth, convex optimization problems in image processing [14–16, 23, 24]. However, different from its applications in [16, 23, 24], Ito and Kunisch [14, 15] proposed a Lagrangian smoothing regularization strategy in Hilbert space, which gives us equivalent but regularized strategy. Now, we recall this strategy and give some related results.

Set $X, Y$ be Hilbert spaces. Assume that $g : X \to R$ is a continuously differentiable, convex function and $\varphi : Y \to R$ is a proper, lower semicontinuous, convex function. Furthermore, we also assume that $\varphi$ is nondifferentiable in origin and $X = X^*$. Let us consider the following optimization problem

$$\min_{u \in X} g(u) + \varphi(Au),$$

where $A : X \to Y$ is a bounded linear operator. Then, based on the results [11], the following statement holds.

**Lemma 1**. The necessary and sufficient condition for $u^* \in X$ to be the minimizer of (4) is given by

$$\{ \xi^* \in \partial \varphi(Au^*), \ g'(u^*) + A^*\xi^* = 0, \right.$$ (5)

where $\partial \varphi(x)$ denotes the subdifferentiable at the point $x$ [11] which is defined by

$$\partial \varphi(x) = \{ x^* \in X : \varphi(y) - \varphi(x) \geq \langle x^*, y - x \rangle \forall y \in X \}.$$

It is obvious that $u^*$ satisfying (5) implies that $u^*$ is the solution of (4). However, due to the nondifferentiable of $\varphi$, it is difficult to find some efficiently numerical methods to obtain it. To overcome this drawback, a regularization method [14, 15] was proposed by designing a smooth approximation based on the augmented Lagrangian strategy. That is to say, we can equivalently convert the problem (4) into the following constrained problem

$$\min_{u \in X} g(u) + \varphi(Au - v),$$

subject to $v = 0$ in $X$.

The equality constraint $v = 0$ in (6) can be treated by the augmented Lagrangian method. By employing the augmented Lagrangian strategy [13], we can transform the constrained optimization problem (6) into the following unconstrained problem

$$\min_{u \in X} g(u) + \varphi(Au - v) + \langle \xi, v \rangle + \frac{c}{2} |v|^2_X,$$

where $\xi \in X$ is a multiplier and $c$ is a positive penalty parameter. Let

$$\varphi_c(Au, \xi) = \inf_{v \in X} \left\{ \varphi(Au - v) + \langle \xi, v \rangle + \frac{c}{2} |v|^2_X \right\},$$

then $\varphi_c(Au, \xi)$ is a $C^1$ approximation of $\varphi$ [14, 15].
**Definition 1.** Let $G : X \rightarrow R \cup \{ \infty \}$ be a proper, convex function, then the conjugate function of $G$ is defined by

$$G^*(x^*) = \sup_{x \in X} \left\{ (x, x^*) - G(x) \right\} \text{ for } x^* \in X.$$

**Lemma 2.** The infimum problem (8) can be rewritten as

$$\varphi_c(Au, \xi) = \sup_{y \in \mathbb{X}} \left\{ (Au, y^*) - \varphi^*(y^*) - \frac{1}{2c} |y^*|^2 \right\} \tag{9}$$

Furthermore, the supremum of (9) is attained at a unique point $\xi_c(u, \xi) = \varphi'(Au, \xi) = H_c(Au + c^{-1} \xi)$. where $H_c = c(I - J_{1/c})$.

If set $\delta_{C^*}(y^*)$ denote the characteristic function of a closed convex set $C^* \subset X$, i.e., $\delta_{C^*}(y^*) = 0$ if $y^* \in C^*$, else $\delta_{C^*}(y^*) = \infty$. Then, for the supremum problem (9), we have the following assertions [14, 15].

**Lemma 3.** Assume that $\varphi^*(y^*) = \delta_{C^*}(y^*)$ in the supremum problem (9), we have the following assertions:

1. The supremum of (9) is attained at a unique point $\xi_c(u, \xi) = \mathcal{P}_{C^*}(-\xi + cAu)$, where $\mathcal{P}_{C^*}(u)$ denotes the projection of $u \in X$ onto $C^*$.
2. If $\xi \in \partial \varphi(Au)$ for $\xi, u \in X$, then $\xi \in \mathcal{P}_{C^*}(-\xi + cAu)$ for all $c > 0$.

3. Projected gradient method

To overcome the nonsmoothness of the high-order model (2), some numerical methods have been proposed in [8, 17, 21, 26, 22]. In this section, based on the augmented Lagrangian strategy, we first propose a projected gradient method to solve the high-order model (2) and give the convergence analysis by using the results of the Bermúdez and Moreno(BM) algorithm [3]. Then we arrange some implementation details for the proposed method and also mention that the typical semi-implicit gradient descent algorithm [8] can be deduced from the projected gradient method.

**3.1. Projected gradient method for the high-order model**

Set $g(u) = \frac{1}{2} \| f - u \|^2_{L^2(\Omega)}$, $\varphi(Au) = \int_{\Omega} |Au| \, dx$ and $\Lambda = \nabla^2$. If assume that $u$ is in the Hilbert space, then the high-order model (2) can be rewritten as a special form of the minimization problem (4). Following from Lemma 2.4, we then have the following result.

**Theorem 1.** The solution $u^*$ of the high-order model (2) satisfies

\[
\begin{align*}
\begin{cases}
\quad u^* = f - \frac{1}{\lambda} \text{div}^2 \xi^*, \\
\quad \xi^* = \mathcal{P}_{C^*}(\xi^* + c\nabla^2 u^*),
\end{cases}
\tag{10a, b}
\end{align*}
\]

where $C^*$ is given by

$$C^* = \{ y \in X : |y| \leq 1 \text{ a.e. in } \Omega \}.$$

It is not difficult to find that Theorem 3.1 implies the optimality condition of the high-order model (2). Especially, Eq. (10a) is based on the fact that the conjugate function of $\varphi(Au)$ is a characteristic function on the closed and convex set $C^*$. If we define the following Lagrangian functional

$$L_c(u, \xi) = \frac{\lambda}{2} \int_\Omega (f - u)^2 + \varphi_c(\nabla^2 u, \xi), \tag{11}$$

where the definition of $\varphi_c(\nabla^2 u, \xi)$ is similar to (8), we can deduce that $(u^*, \xi^*)$ is the saddle point of the Lagrangian functional (11). To get this optimal point $(u^*, \xi^*)$, we propose the following iterative method.

**Algorithm 3.1. Projected Gradient Method.**

1. Set $\xi^0 = 0$ and $c > 0$;
2. Compute $(u^n, \xi^{n+1})$ by
   \[
   \begin{cases}
   u^n = f - \frac{1}{\lambda} \text{div}^2 \xi^n, \\
   \xi^{n+1} = \mathcal{P}_{C^*}(\xi^n + c\nabla^2 u^n);
   \end{cases}
   \tag{12}
   \]
3. If the stop criterion is not satisfied, set $n := n + 1$ and go to step (II).

In order to get the convergence result of Algorithm 3.1, we need to recall some results of the Bermúdez and Moreno(BM) algorithm [3]. Assume that $V$ and $E$ are the Hilbert spaces, $B : E \rightarrow V$ is a bounded linear operator and $B^*$ is the adjoint operator of $B$. Choosing an arbitrarily original value $v^0$, the BM algorithm then employs the iterative strategy

\[
\begin{align*}
\begin{cases}
\quad v^n = A^{-1} (h - By^n), \\
\quad y^{n+1} = H_\theta (B^* v^n + \eta y^n)
\end{cases}
\end{align*}
\]

(12)

to solve the minimization problem

$$\min_{v \in V} \frac{1}{2} \| Av, v - (h, v) + \phi(v) \|_V, \tag{13}$$

where $\phi = \psi \circ B^*$ and $\psi : E \rightarrow R$. Bermúdez and Moreno(BM) [2, 3] gave the following convergence result of the algorithm (12).

**Theorem 2.** If the following assumptions hold:

1. $A$ is a linear symmetric coercive operator: $(Av, v)_V \geq \alpha \| v \|^2_V$ and is continuous on the finite dimensional subspaces of $V$;
2. There exists $v_0$ in $\text{dom}(\phi)$ satisfying $\frac{(Av, v - v_0) + \phi(v)}{|v|^2} \rightarrow +\infty$ if $|v| \rightarrow +\infty$.

\[\begin{align*} \text{natural sciences publishing co.} \end{align*}\]
(3) The parameter $\eta$ satisfies
\[ 0 \leq \eta \leq \frac{2\lambda}{\|B^*\|^2}, \]
where $\|B^*\|$ denotes the $L^2$ norm of the operator $B^*$. Then the sequence $\{v^n\}$ generated by (12) satisfies $\lim_{n \to \infty} v^n = v^*$, where $v^*$ is the solution of (13). Furthermore, $y^n \to y$ in $E$ with $y \in \partial\psi(B^* v)$.

If set $V = L^2(\Omega)$, $E = (L^2(\Omega))^2$, $B = \nabla^2$, $A = \lambda I$ and $h = \lambda f$, then all of the assumptions in Theorem 3.2 are satisfied for the high-order model (2). This implies that Algorithm 3.1 is a special case of the BM algorithm. So we get the following result based on Theorem 3.1 and 3.2.

**Corollary 1.** If the parameter $c$ satisfies
\[ 0 \leq c \leq \frac{2\lambda}{\|\nabla^2\|^2}, \]
where $\|\nabla^2\|$ denotes the $L^2$ norm of the Hessian operator $\nabla^2$. Then the sequence $\{u^n\}$ generated by Algorithm 3.1 converges to the unique solution $u^*$ of the high-order model (2).

### 3.2. Projected gradient method and semi-implicit gradient descent method

We start by giving a discrete algorithm for solving the high-order model (2). For convenience, we first consider the gray-level image. Let an $N \times N$ image be denoted by $u \in \mathbb{R}^{N^2}$ with the column lexicographical ordering. Denote the first-order forward difference matrix as $D_0$, then backward difference matrix can be denoted as $-D_0^T$. Assume that $u$ satisfies the zero Neumann boundary condition, then the discretization of (2) can be written as
\[ \min_u \frac{\lambda}{2} \|f - u\|_{L^2(E)}^2 + |Mu|_{L^2(E)}, \tag{14} \]
where
\[ M = \begin{pmatrix} (I \otimes D_0^T)(I \otimes D_0) & (I \otimes D_0)(D_0 \otimes I) \\ (D_0 \otimes I)(I \otimes D_0^T) & (D_0 \otimes D_0^T)(D_0 \otimes I) \end{pmatrix} = \begin{pmatrix} I \otimes (D_0^T D_0) & D_0^T \otimes D_0 \\ D_0 \otimes D_0^T & D_0 \otimes I \end{pmatrix}, \tag{15} \]
and $|Mu|_1$ is given by
\[ |Mu|_1 = \sum_{i=1}^{N^2} \sqrt{|M_1 u_i|^2 + |M_2 u_i|^2 + |M_3 u_i|^2 + |M_4 u_i|^2}. \]
where $M_1 = I \otimes (D_0^T D_0)$, $M_2 = D_0^T \otimes D_0$, $M_3 = D_0 \otimes D_0^T$ and $M_4 = (D_0^T D_0) \otimes I$ and $I$ denotes the $N$-order identity matrix. Here $\otimes$ denotes the Kronecker product. Based on the fact that $(\text{div}^* u, v)_X = (u, \nabla^2 v)_Y$, it is easy to denote the discrete form of $\text{div}^2$. Furthermore, the projection of $x$ on the closed convex set $C := \{y : |y| \leq 1\}$ can be written as
\[ \mathcal{P}_C(x) = \frac{x}{\max\{1, |x|\}}. \]
By the above facts, Theorem 3.1 can be reformulated as the discrete form below.

**Theorem 3.** The solution $u^*$ of (14) satisfies the following equation
\[ \begin{cases} u^* = f - \frac{1}{\lambda} (M^T \xi^*), \\ \xi^* = \frac{c \xi^* + \tau (Mu^*)}{\max(1, |\xi^* + \tau (Mu^*)|)}. \end{cases} \tag{16a,b} \]

for each $\tau > 0$.

Then the discretization of Algorithm 3.1 can be rewritten as the following strategy.

**Algorithm 3.2.** Projected Gradient Method (PGM).

1. Set $\xi^0 = 0$ and $\tau > 0$.
2. Compute $(u^n, \xi^{n+1})$ by
\[ \begin{cases} u^n = f - \frac{1}{\lambda} (M^T \xi^n), \\ \xi^{n+1} = \frac{c \xi^n + \tau (Mu^n)}{\max(1, |\xi^n + \tau (Mu^n)|)}. \end{cases} \tag{16a,b} \]
3. If the stop criterion is not satisfied, set $n := n + 1$ and go to step (II).

In fact, Algorithm 3.2 is convergent when the parameter $\tau$ satisfies some conditions which are based on the spectral radius of $M$. For the Kronecker product, we recall some of its basic properties if the related matrices are assumed as the $N$-order real-value square matrices.

**Lemma 4.** For matrices $A, B, C$ and $D$, the following assertions hold [27]:

1. $(A \otimes B)(C \otimes D) = (AC) \otimes (BD)$.
2. $(A \otimes B)^T = A^T \otimes B^T$, here $T$ denotes the conjugate transpose of the matrix.
3. $A \otimes B$ is unitary if $A$ and $B$ are unitary.
4. Let $\sigma_i$ and $\mu_i$, $i = 1, \ldots, N$, are the eigenvalues of $A$ and $B$ respectively. Then the eigenvalues of $A \otimes B$ are $\sigma_i \mu_i$, $i = 1, \ldots, N$.

**Lemma 5.** For the matrix $A$, there exists $N$-order unitary matrices $U$ and $V$ such that
\[ A = U \text{diag}(\sigma_i)V, \]
where $\text{diag}(\sigma_i)$ is a $N$-order diagonal matrix with $(i, i)$ entries the singular values of $A$.

**Theorem 4.** The spectral radius of $M$ satisfies $\rho(M) \leq 8$.

**Proof.** Set $S = D_0^T D_0$. By Lemma 3.1, we can deduce that $S$ has the singular value decomposition $S = U \text{diag}(\sigma_i^2)V$, here $\sigma_i$ is the singular value of $D_0$, $U$ and $V$ are $N$-order unitary matrices.
We notice that $D_0$ is a sparse matrix with 1 and -1 as the only two nonzero elements per row, it is not difficult to deduce that $\|D_0\|_\infty = 2$. On the other hand, since the largest eigenvalue of $M^2 M$ is the $\ell^2$ norm of $M$, we consider the following matrix:

$$M^T M = (I \otimes S)^T (S \otimes I) + (S \otimes I)^T (S \otimes I) + (D_0^T \otimes D_0^T) \otimes D_0^T + (D_0 \otimes D_0^T) (D_0 \otimes D_0^T) \quad \text{for } i = 1, 2, \cdots, N^2.$$

We can obviously summarize to

$$\xi^*_1 = \|M^2 f - (M M^T \xi^*_1)\|_i / \|M^2 f - (M M^T \xi^*_1)\|_i ,$$

which can be solved by semi-implicit gradient descent (or fixed point) method [8] as follows

$$\xi^{n+1} = \xi^n + \beta \left( (\lambda M f - (M M^T \xi^n)) \right) / \left( (\lambda M f - (M M^T \xi^n)) \right)^t .$$

So we have the following algorithm to solve the problem (2).

\begin{itemize}
  \item **Algorithm 3.3.** Semi-implicit Gradient Descent Method (SGDM).
  \begin{enumerate}
    \item Set $\xi^0 = 0$ and $\gamma > 0$;
    \item Compute $\{u^n, \xi^{n+1}\}$ by
      \begin{align*}
        u^n &= f - \frac{1}{\gamma} (M M^T \xi^n), \\
        \xi^{n+1} &= \xi^n + \beta \left( (\lambda M f - (M M^T \xi^n)) \right) / \left( (\lambda M f - (M M^T \xi^n)) \right)^t .
      \end{align*}
    \item If the stop criterion is not satisfied, set $n := n + 1$ and go to step (II).
  \end{enumerate}
\end{itemize}

\textbf{Theorem 6.} Assume that $0 \leq \gamma \leq \frac{1}{6}\lambda$. Then the sequence $\{u^n\}$ generated by Algorithm 3.3 converges to the solution $u^*$ of (14).

Remark. Following from the work in [8] and using the fact that $\rho(M) \leq 8$, it is easy to deduce that the above assertion holds. Actually, Algorithm 3.2 can be viewed as a modified form of Algorithm 3.3 [13, 2]. But here we show that Algorithm 3.3 can be naturally deduced from Algorithm 3.2.

Remark. For the color image restoration problems, we can denote that $u \in \mathbb{R}^{3N^2}$. Then the Hessian matrix can be written as $M = (M_1; M_2; M_3)$, here $M_1 = M$ given in (15) for $j = r, b, g$. In this case, the minimization problem (14) can be transformed into the following form

$$\min_{\xi^*} \|\xi - u\|_2^2 + |\xi^*|_{2^*}^2.$$

Then we can get the similar results as for the gray-level image.

\subsection{4. Numerical Results}

In this section, we present some numerical experiments based on platform by using Windows 7 and Matlab 2009(a) on a desktop with Intel Core i5 processor at 2.4 GHz and 4 GB memory. For Algorithm 3.2, we choose the time step $\tau = 1/32$. In order to illustrate the effectiveness of the proposed algorithms, we show the Signal to Noise Ratio (SNR) of the restored image and the $L^2$-norm of the difference between the restored image and the original image. For a given true image $u_0$ and its noisy observation $f$, the noise is denoted as $f = u_0$, then SNR and $L^2$-norm are defined by

$$\text{SNR} = 10 \log \left( \frac{\|f - f\|_2^2}{\|f - \bar{f}\|_2^2} \right) \quad \text{and} \quad L^2\text{-norm} = \|u - u_0\|_2^2.$$
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4.1. Image denoising

In this subsection, we present some numerical examples to compare Algorithm (Al.) 3.2 with Algorithm 3.3.

Example 1. We first consider the Lena image shown in Figure 1 which is contaminated by the random noise with the standard deviation variance \( \sigma = 60 \). Before processing, the noise image has \( SNR = 10.0363 \). The algorithms will be terminated if the condition \( \| u^{k+1} - u^k \|/\| u^k \| \leq 1.0 \times 10^{-3} \) is met. We compare Algorithm 3.2 with Algorithm 3.3 for recovering the noisy image and set \( \lambda = 3.5 \) for these two algorithms. In order to show the ability for overcoming the staircasing phenomenon of the high-order model, we also employ the semi-implicit gradient descent method to solve the ROF model (1) where we set \( \alpha = 12.5 \). From Figure 1, it is obvious that the ROF model and the high-order model can recover the noisy image efficiently. As we can see \( SNR \) from the notes in Figure 1, Algorithm 3.2 has a better restoration than Algorithm 3.3 and the ROF model. Simultaneously, from the convergence curves of \( L^2 \)-norm and \( SNR \), we can deduce that Algorithm 3.2 has faster convergence than Algorithm 3.3. Furthermore, we also notice that the ROF model almost has the same curve in the first steps as Algorithm 3.2 and it has even a higher \( L^2 \)-norm than Algorithm 3.3 after some more iterations. Now, we also extend the algorithms to recover the degraded color pepper image. The noise is added the Gaussian noise with the standard variance \( \sigma = 30 \). The stop conditions is also chose

\[
\| u^{k+1} - u^k \|/\| u^k \| \leq 1.0 \times 10^{-3}.
\]

As shown in the grayscale case, Algorithm 3.2 and 3.3 can efficiently recover the noisy image and we also get the same conclusions for the convergence curves of two algorithms. The relate images are shown in Figure 3 and Figure 4.

4.2. Other applications

In this subsection, we extend Algorithm 3.2 to solve the general high-order model (3) including image deblurring, image zooming and image inpainting. In order to use this algorithm, we have to transform the high-order model (3) into the formula of the model (2) by using some numerical techniques.
4.2.2. Image zooming

Image zooming is the problem of increasing the resolution of a given image to higher resolution. In this subsection, we consider to use the model (3) to solve the image zooming problem. Given the low resolution image $u_0$ of the size $M \times N$, we want to get a zoomed image of size $M \times k \times N \times k$ for a positive integer $k$. Usually, we can use bilinear interpolation to extend $u_0$ to all the $M \times k \times N \times k$ mesh grid points, but this method cannot get the suitable zooming image. So we have to employ other methods to improve the bilinear interpolation image $f$. Here we can use $f$ as the initial inputting image and then use the higher-order model to update it. That is to say, we can consider the following formulation

$$
\min_u \frac{\gamma}{2} \int_{\Omega \setminus D} (u - f)^2 dx + |u|_{BV^2(\Omega)}.
$$

(21)

Here $\gamma$ satisfies

$$
\gamma = \begin{cases} 
\gamma & \text{if } u \in \Omega \setminus D, \\
0 & \text{if } u \in D,
\end{cases}
$$

where $D$ is the zooming domain, which corresponds to the set of the interpolation pixel points. If we introduce an auxiliary variable $z$, based on the penalty method [4], then the solution of the problem (21) can be approximated by solving the following strategy

$$
\begin{align*}
\gamma u^n & := \bar{z}^n + \mu f \\
\bar{z}^{n+1} & := \min_z \frac{1}{2\mu} \int_{\Omega} (z - u^n)^2 dx + |u|_{BV^2(\Omega)}.
\end{align*}
$$

Example 3. In this example, we use a gray-level synth image and the color strawberries as the test images for the image zooming problem. For the gray-level image, Figure 6 shows the zoomed images obtained by the bilinear interpolation, the ROF model and the high-order model. We use $\gamma = 150$ and $\mu = 0.02$ for the ROF model and $\gamma = 150$ and $\mu = 0.05$ for the high-order model. They have the same size with $100 \times 100$. Among these restored images, we can see the quality of the high-order model has the highest $SNR$ and the most suitable edges. Furthermore, in order to show the efficiency of our proposed method for the color image zooming. The original strawberry has the size of $256 \times 256$. We also use the downsampling method to get the deteriorated image shown in Figure 7 (b) and (d) with size of $128 \times 128$ and $64 \times 64$. We set the parameter $\lambda = 50$, $\mu = 0.03$ for zooming 2 times and $\lambda = 50$, $\mu = 0.1$ for zooming 4 times. From the zoomed images by a factor of 2 and 4 shown in Figure 7 (c) and (d), we also find that the high-order model can efficiently zooms image.

4.2.3. Image inpainting

For the image inpainting problem, we recover degraded or missing parts denoted $\bar{D}$ in the image domain $\Omega$ by using the proposed method. Not similar to the image zooming problem, here the inpainting domain $D$ is determined by
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the mask image. Based on the model (3), the image inpainting model can be written as
\[
\min_{u} \frac{\bar{\gamma}}{2} \int_{\Omega \setminus D} (u - f)^2 \, dx + |u|_{BV(\Omega)}^2,
\]
where \( D \) is the inpainting domain and \( \bar{\gamma} \) satisfies
\[
\bar{\gamma} = \begin{cases} 
\gamma & \text{if } u \in \Omega \setminus D, \\
0 & \text{if } u \in D.
\end{cases}
\]

By using the penalty method [4] again, the solution of the problem (23) can be approximated by solving the following problem
\[
\begin{cases}
  u^n := \frac{z^n + \bar{\gamma} \mu f}{1 + \bar{\gamma} \mu} \\
  z^{n+1} := \min_{z} \frac{1}{2\mu} \int_{\Omega \setminus D} (z - u^n)^2 \, dx + |z|_{BV(\Omega)}.
\end{cases}
\]

**Example 4.** In this example, we also consider the gray-level image and the color image shown in Figure 8 and 9. We use \( \gamma = 150, \mu = 0.005 \) for the gray tested image and the color tested image. The algorithm will be stopped until the iteration attains 2000 times. It is obvious to see from Figure 8 and 9 that the high-order model can efficiently restore the deteriorated image. Furthermore, for comparison, we also show the restored gray image by the ROF model. It is not difficult to find that the restored image by the high-order model looks more natural than that restored by the ROF model. In fact, this is because high-order linear or nonlinear diffusion damps oscillations much faster than the second order diffusion.

**5. Conclusion**

Based on the augmented Lagrangian strategy and by introducing a smooth approximation function, we proposed a projected gradient algorithm to solve the high-order model in image restoration problem. The convergence of the proposed algorithm is proved based on the BM algorithm.
Furthermore, we give the fact that the semi-implicit gradient descent algorithm in [8] can be deduced from our proposed algorithm naturally. The numerical experiments indicate that our proposed algorithm is efficient not only for the image denoising problem but also for other image processing topics such as image deblurring, image zooming and image inpainting. However, as we can see form examples, the restored images have some edges blurring effect for the high-order model. So for the future work we mainly look for more suitable models to improve this drawback.
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