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Abstract: In this paper, a novel hybrid glowworm swarm optimization (HGSO) algorithm is proposed. Firstly, the presented algorithm embeds predatory behavior of artificial fish swarm algorithm (AFSA) into glowworm swarm optimization (GSO) algorithm and combines the improved GSO with differential evolution (DE) on the basis of a two-population co-evolution mechanism. Secondly, under the guidance of the feasibility rules, the swarm converges towards the feasible region quickly. In addition, to overcome premature convergence, the local search strategy based on simulated annealing (SA) is used and makes the search near the true optimum solution gradually. Finally, the HGSO algorithm is for solving constrained engineering design problems. The results show that HGSO algorithm has faster convergence speed, higher computational precision, and is more effective for solving constrained engineering design problems.
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1. Introduction

Generally speaking, in science calculation and engineering application field, many problems can be transformed into optimization problems, optimization can be divided into no constraint and constraints, and among them a constrained optimization problem can be described as follows:

\[
\begin{align*}
\max f(x) \\
\text{s.t. } & g_i(x) \leq 0, i = 1, 2, \ldots, n, \\
& h_j(x) = 0, j = 1, 2, \ldots, p, \\
& a_k \leq x_k \leq b_k, k = 1, 2, \ldots, d.
\end{align*}
\]

where \( S = \{ x \mid x \in \mathbb{R}^d, a_k \leq x_k \leq b_k, k = 1, 2, \ldots, d \} \) denotes the search space, \( x = [x_1, x_2, \ldots, x_d]^T \) denotes the decision solution vector, \( d \) is dimension of the decision variable, \( F = \{ x \mid x \in S, g_i(x) \leq 0, h_j(x) = 0, i = 1, 2, \ldots, n, j = 1, 2, \ldots, p \} \) denotes the feasible region, obviously, \( x \in F \subseteq S \). In fact, an equality constraint \( h_j(x) = 0 \) can be replaced by a couple of inequality constraint \( h_j \leq \delta \) and \( h_j \geq -\delta \) (\( \delta \) is a small tolerant amount). If we find \( \min f(x) \), we will transform it into solving \( \max g(x) \) by \( g(x) = -f(x) \). Constrained optimization problem is that the objective function is made find the optimal solution in the feasible region.

For solving constrained optimization design problem, most of traditional algorithms are based on the concept of gradient, they request that the objective function and constraint conditions should be differentiable, and the obtained solution is mostly local optimal solution. Penalty function methods are simple, convenient and don’t strictly require problem itself, but how to determine the suitable penalty factors is more difficult. In addition, in view of the deficiencies of the low accuracy and the poor stability for solving constrained optimization problems, this paper a hybrid glowworm swarm optimization (HGSO) algorithm is proposed. The proposed HGSO introduces predation behavior of artificial fish swarm algorithm (AFSA) into glowworm swarm optimization (GSO) algorithm and combines the improved GSO with differential evolution (DE) on the basis of a two-population co-evolution mechanism. Secondly, under the guidance of the feasibility rules, the swarm converges towards the feasible region quickly. In addition, to overcome premature convergence, the local search strategy based on simulated annealing (SA) is used and makes the search near the true optimum solution gradually. Finally, the HGSO algorithm is for solving constrained engineering design problems. The results show that HGSO algorithm has faster convergence speed, higher computational precision, and is more effective for solving constrained engineering design problems.
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tory behavior of artificial fish swarm algorithm (AFSA) into glowworm swarm optimization (GSO) algorithm and combines the improved GSO with differential evolution (DE). In the evolutionary process, HGSO uses the constraint processing technology based on feasibility rules to update the optimal location of the population, which makes the population rapidly convergence to feasible regions and find better feasible solution. Besides, to avoid premature, HGSO adopts the local search strategy based on simulated annealing (SA) to optimize the local optimal value.

The rest of the paper is organized as follows: In Section 2, AFSA, GSO and DE are simply described. In Section 3, the HGSO hybrid strategy is proposed and explained in detail. Simulation and comparisons based on engineering design problems of HGSO are presented in Section 4 and in the end some conclusions in Section 5.

2. Basic Algorithms

2.1. Artificial Fish Swarm Algorithm (AFSA)

AFSA is a random search algorithm based on simulating fish swarm behaviors [1]. Assume that \(X_i\) is the position of artificial fish (AF) \(i, y = f(X)\) is the fitness value at position \(X, d_{ij} = ||X_i - X_j||\) represents the distance between the AF \(i\) and \(j, V\) is the visual area, and \(\delta\) represents the visual distance and crowd factor of the AF respectively, \(nf\) is the number of its fellows within the visual, \(step\) is the step of the AF moving, \(S = \{X_j | ||X_i - X_j|| < V\}\) is the set of AF \(i\) exploring area at the present position. The typical behaviors of the AFs are expressed as follows:

(1) **AF-Prey:** Suppose that \(X_i\) is the AF state at present \(X_i (X_j \in S)\) is the state of AF attempt within the visual, \(trynumber\) is the maximum number of AF attempts. The behavior of prey can be expressed as follows:

\[
prey(X_i) = \begin{cases} 
X_i + \text{step} \cdot \frac{X_j - X_i}{||X_j - X_i||} & \text{if } u_1 > x_i \\
X_i + (\text{rand} - 1) \cdot \text{step} & \text{else}
\end{cases} \tag{2}
\]

where \(\text{rand}\) is random function.

(2) **AF-Swarm:** Suppose that \(X_i\) is the AF state at present, and \(X_c = \sum X_{i\in S} X_i/nf\) is the center position of the AF within the visual. The behavior of swarm can be described as follows:

\[
swarm(X_i) = \begin{cases} 
X_i + \text{step} \cdot \frac{X_c - X_i}{||X_c - X_i||} & \text{if } u_2 > x_i \\
prey(X_i) & \text{else}
\end{cases} \tag{3}
\]

(3) **AF-Follow:** Suppose that \(X_i\) is the AF state at present, and \(y_{max} = \max \{f(X_j) | X_j \in S\}\). The behavior of follow can be expressed in the following equation:

\[
follow(X_i) = \begin{cases} 
X_i + \text{step} \cdot \frac{X_{max} - X_i}{||X_{max} - X_i||} & \text{if } \frac{y_{max}}{n} > y_i \\
prey(X_i) & \text{else}
\end{cases} \tag{4}
\]

2.2. Glowworm Swarm Optimization (GSO)


**Luciferin-update phase:** The luciferin update depends on the function value at the glowworm position. During the luciferin-update phase, each glowworm adds, to its previous luciferin level, a luciferin quantity proportional to the fitness of its current location in the objective function domain. Also, a fraction of the luciferin value is subtracted to simulate the decay in luciferin with time. The luciferin update rule is given by:

\[
l_i(t + 1) = (1 - \rho)l_i(t) + \gamma f(x_i(t + 1)) \tag{5}
\]

where \(l_i(t)\) represents the luciferin level associated with glowworm \(i\) at time \(t, \rho\) is the luciferin decay constant \((0 \leq \rho \leq 1), \gamma\) is the luciferin enhancement constant, and \(f(x_i(t))\) represents the value of the objective function at agent \(i\)'s location at time \(t\).

**Movement phase:** During the movement phase, each glowworm decides, using a probabilistic mechanism, to move toward a neighbor that has a luciferin value higher than its own. That is, glowworms are attracted to neighbors that glow brighter. The set of neighbors of glowworm \(i\) at time \(t\) is calculated as follows:

\[
N_i(t) = \{j : \|x_j(t) - x_i(t)\| < r_d(t); l_i(t) < l_j(t)\} \tag{6}
\]

where the \(\|x\|\) is the Euclidean norm of \(x\), and \(r_d\) represents the variable neighborhood range associated with glowworm \(i\) at time \(t\), which is bounded above by a circular sensor range \(r_s(0 < r_d(t) < r_s)\). For each glowworm \(i\), the probability of moving toward a neighbor \(j \in N_i(t)\) is given by:

\[
P_{ij} = \frac{l_i(t) - l_j(t)}{\sum_{k \in N_i(t)} l_k(t) - l_i(t)} \tag{7}
\]

Let glowworm \(i\) select a glowworm \(j \in N_i(t)\) with \(P_{ij}(t)\) given in (7). Then, the discrete-time model of the glowworm movements can be stated as:

\[
x_i(t + 1) = x_i(t) + s \left( \frac{x_j(t) - x_i(t)}{||x_j(t) - x_i(t)||} \right) \tag{8}
\]

where \(x_i(t) \in R^d\) is the location of glowworm \(i\) at time \(t\), in the \(d\)-dimensional real space \(R^d\), and \(s(>0)\) is the step size.

**Neighborhood range update rule:** We associate each agent \(i\) with a neighborhood whose radial range \(r_d(t)\) is dynamic in nature. Let \(r_0\) be the initial neighborhood range of each glowworm (that is, \(r_d(0) = r_0, \forall i\)). To adaptively update the neighborhood range of each glowworm, the rule as follows:

\[
r_d(t + 1) = \min\{r_s, \max\{0, r_d(t) + \beta(n_i - |N_i(t)|)\}\} \tag{9}
\]

where \(\beta\) is a constant parameter and \(n_t\) is a parameter used to control the number of neighbors.
2.3. Differential Evolution (DE)

DE is proposed by Storn and K. Price[4] for solving Chebyshev polynomial, it is a heuristic random search algorithm based on population differences, generates new individual through mutation and crossover, and retains excellent individuals according to survival of the fittest. Suppose that \( N_p \) denotes population size, \( x_i(k) = [x_i^1(k), x_i^2(k), \cdots, x_i^d(k)] \) denotes the position of the \( i \)-th individual at the \( k \)-th iteration. The procedure of DE is summarized as follows:

**Step 1 Initialization.** Randomly initialize the positions \( x_i(k)(i = 1, 2, \cdots, N_p) \) of \( N_p \) individuals in the search space, and let the number of iterations \( k = 0 \).

**Step 2 Mutation.** According to the following equation in (10), DE achieves individual variation through the difference strategy:

\[
v_i(k + 1) = x_i(k) + F \times (x_j(k) - x_r(k)) \tag{10}
\]

where \( F \) denotes scaling factor, \( r_1, r_2, r_3 \in \{1, 2, \cdots, N_p\} \) are three random numbers and \( i \neq r_1 \neq r_2 \neq r_3 \). If \( u_i^j(k + 1) < a_j \), then let \( u_i^j(k + 1) = a_j \); If \( u_i^j(k + 1) > b_j \), then let \( u_i^j(k + 1) = b_j \).

**Step 3 Crossover.** According to the following equation (11), implement crossover operation for the population \( \{x_i(k)\} \) at the \( k \)-th iteration and variable intermediate \( v_i(k + 1) \):

\[
v_i^j(k + 1) = \begin{cases} 
  u_i^j(k + 1) & \text{if rand}(j) \leq CR \text{ or } j = randr(i), \\
  x_i^j(k) & \text{otherwise}
\end{cases} \tag{11}
\]

where \( rand(j) \in [0, 1] \) denotes the \( j \)-th value generated by the same random generator, \( CR \in [0, 1] \) denotes mutation rate, \( randr(i) \in [1, 2, \cdots, d] \) is a random selection index, which ensures that \( u_i(k + 1) \) can get at least a parameter from \( v_i(k + 1) \).

**Step 4 Selection.** According to the following equation (12), DE selects the individuals into the next generation population by greed strategy:

\[
x_i(k + 1) = \begin{cases} 
  u_i^j(k + 1) & \text{if } f(u_i^j(k + 1)) \geq f(x_i(k)), \\
  x_i^j(k) & \text{otherwise}
\end{cases} \tag{12}
\]

**Step 5** If the maximum number of iterations is met, then calculate the fitness value \( f(x_i(k + 1))(i = 1, \cdots, N_p) \) of each individual, then stop and output the optimal position and the optimal value of the population; otherwise, let \( k = k + 1 \), return **Step 2**.

3. Hybrid Glowworm Swarm Optimization Strategies (HGSO)

3.1. Improved GSO (IGSO) Based on Predatory Behavior of AFSA

In the basic GSO algorithm, each glowworm only in accordance with luciferin values of glowworms in its neighbor set, selects the glowworm by a certain probability and moves towards it. However, if the search space of a problem is very large or irregular, the neighbor sets of some glowworms may be empty, which leads these glowworms to keep still in iterative process. To avoid this case and ensure that each glowworm keeps moving, we will introduce predatory behavior of AFSA into GSO and propose an improved GSO (IGSO) algorithm. The idea of IGSO is as follows: the glowworms whose neighbor sets are empty are carried out predatory behavior in their dynamic decision domains. Assume that \( N \) represents population size, \( x_j(t) = [x_j^{(1)}(t), x_j^{(2)}(t), \cdots, x_j^{(d)}(t)] \) denotes the position of the \( j \)-th glowworm at the \( t \)-th iteration. The procedure of IGSO can be described as follows:

**Step 1** let \( l_i(0) = l_0, r_i^d(t) = r_0, t = 0 \), here, \( t \) denotes the number of GSO iterations. Randomly initialize the position \( x_i(t)(i = 1, 2, \cdots, N) \) of each glowworm in the search space. Calculate the fitness value \( f(x_i) \) of each glowworm. Initialize the current optimal position \( x^* \) and the current optimal value \( f^*_x \) according to the fitness values.

**Step 2** Update the luciferin value \( l_i(t) \) of each glowworm according to (5).

**Step 3** Calculate \( N_i(t) \) and \( P_i(t) \) for each glowworm according to (6) and (7).

**Step 4** For each glowworm, if \( N_i(t) \) is not empty, then according to \( P_i(t) \) and roulette method, select the \( j \)-th glowworm in \( N_i(t) \) and move toward it, calculate \( x_i(t + 1) \) according to (8), Or else, implement predatory behavior in \( r_i^d(t) \) and get \( x_i(t + 1) \). If \( x_i^j(t + 1) < a_j \), then \( x_i^j(t + 1) = a_j \); If \( x_i^j(t + 1) > b_j \), then \( x_i^j(t + 1) = b_j \), where \( j = 1, 2, \cdots, d \).

**Step 5** Calculate the current fitness value \( f(x_i(t)) \) of each glowworm, if the optimal position and optimal value of the current population are better than \( x^* \) and \( f^*_x \), then update \( x^* \) and \( f^*_x \), or else, don’t update.

**Step 6** If the maximum number of iterations is met, then stop and output \( x^* \) and \( f^*_x \) or else, calculate \( r_i^d(t + 1) \) according to (9) and let \( t = t + 1 \), return **Step 2**.

3.2. The Feasibility Rules

The penalty function methods are a kind of constraint processing technology that is the most commonly used, it achieves balances between the objective function and constraints by adjusting the penalty factors, but how to select the suitable penalty factors is one difficulty of using penalty function methods. However, the constraint processing technology based on the feasibility rules will separate constraint conditions and objective function; it brings no additional parameters and is implemented easily. The rules are described as follows[5]: Assume that \( x_i \) and \( x_j \) denote the positions of the \( i \)-th individual and \( j \)-th individual respectively, if any one happens in the following cases, we will rule \( x_i \) is better than \( x_j \): (1) \( x_i \) is infeasible, but \( x_j \) is feasible; (2) Both \( x_i \) and \( x_j \) are feasible, but \( f(x_i) > f(x_j) \); (3) Both \( x_i \) and \( x_j \) are infeasible, but \( viol(x_i) < viol(x_j) \). In the first and the third cases, the search tends to the feasible region rather than infeasible region, and in the second case, the search tends to the feasible region with better solution. In this paper, the constraint
violation value of an infeasible solution is calculated as follows:
\[
\text{viol}(x) = \sum_{i=1}^{N} \max[0, g_i(x)],
\]
where it is supposed that all equality constraints have already been transformed into inequality constraints.

### 3.3. The Local Search Based on SA

Simulated annealing (SA) [5] [6] is a stochastic searching algorithm with jumping property, which can make the search avoid falling into the local optimum. In the search process, SA accepts a better solution with probability 1, but also accepts a worse solution with a certain probability. Such a probabilistic jumping property can be controlled by adjusting the temperature, that is to say, the probability decreases as the temperature decreases. When the temperature tends to zero the probability will also approach to zero. It has been theoretically proved that under certain conditions SA is globally convergent in probability 1. Assume that \( p_{g}^{k} \) denotes the optimal position of the population at the \( k \)-th generation, to avoid premature convergence, we adopt the local search strategy on the basis of the feasibility rules and SA for \( p_{g}^{k} \). Its process is described as follows:

**Step 1** Let \( m = 1, p_{g}^{0} = p_{g}^{1} \).

**Step 2** Generate a new solution according to (14):
\[
x' = p_{g}^{k} + \eta \times (X_{\text{max}} - X_{\text{min}}) \times N(0, 1)
\]
where, \( \eta \) denotes the step size of the search, \( N(0, 1) \) denotes a random number normally distributed with mean 0 and variance 1, \( X_{\text{min}} \) and \( X_{\text{max}} \) denote the upper and lower bounds of the solutions defined by the problem.

**Step 3** According to the following criteria computation \( p_{a} \):

1. If \( x' \) is feasible and \( p_{g}^{k} \) is infeasible, let \( p_{a} = 1 \).
2. If \( x' \) is infeasible and \( p_{g}^{k} \) is feasible, let \( p_{a} = 0 \).
3. If both \( x' \) and \( p_{g}^{k} \) are feasible, let \( p_{a} = \min\{1, \exp[(f(x') - f(p_{g}^{k}))/T(k)]\} \).
4. If both \( x' \) and \( p_{g}^{k} \) are infeasible, let \( p_{a} = \min\{1, \exp[(\text{viol}(p_{g}^{k}) - \text{viol}(x'))/T(k)]\} \).

where \( T(k) \) denotes the temperature at the \( k \)-th generation.

**Step 4** If \( p_{a} \geq U(0, 1) \), then \( p_{g}^{k+1} = x' \), where \( U(0, 1) \) represents a random number uniformly distributed in the range of [0, 1].

**Step 5** Let \( m = m + 1 \). If \( m > 1 \), stop and output \( p_{g}^{k+1} \) as the new optimal position of the population, where \( L \) is a user-defined maximum number of iterations; else go to **Step 2**.

### 3.4. IGSO-DE Strategy

In this section, a new algorithm called IGSO-DE based on IGSO and DE is introduced. IGSO-DE is a two-group co-evolution algorithm, whose principle is described as follows: in the search space, the entire population is divided equally into two groups randomly, one group evolves according to IGSO, and the other group evolves according to DE. After the end of each generation, based on an optimal information sharing mechanism, that is, if the current optimal solution of IGSO is better than that of DE, then the current optimal solution of DE is updated by that of IGSO, which guides DE group towards the direction of the optimal solution, or else, the current optimal solution of IGSO is updated by that of DE, which guides IGSO group towards the direction of the optimal solution. As a consequence, two groups can obtain information not only from their own group but also from another group in evolution, which can make two groups achieve co-evolution and avoid premature.

### 3.5. HGSO Algorithm

The proposed HGSO takes IGSO-DE as the basic framework, updates the optimum position of the population using updating strategy on the basis of the feasibility rules in the search process, and adopts the local search strategy based on SA for the optimal position of each generation. In addition, in this paper, the initial temperature is determined by the following empirical formula:
\[
T(0) = \frac{f_{\text{max}} - f_{\text{min}}}{\ln(0, 1)}
\]
where \( f_{\text{max}} \) and \( f_{\text{min}} \) are the maximum and minimum objective values of the solutions in the initial swarm respectively. Besides, the exponential annealing, i.e. \( T(k + 1) = \frac{\lambda T(k)}{\ln(k)} \), is used, where the annealing rate satisfies \( 0 < \lambda < 1 \). The procedure of HGSO can be described as follows:

**Step 1** Let \( k = 0 \), here, \( k \) denotes the mark of HGSO iteration. Randomly initialize the positions of \( N \) individuals in the search space, and calculate initial temperature \( T(k) \) according to (15), initialize the optimal position \( X^{*} \) and the optimal value \( f(X^{*}) \) of the population according to the feasibility rules.

**Step 2** The entire population is divided equally into two swarms at random: the glowworm \( \text{swarm}_{1} \) and the differential evolution \( \text{swarm}_{2} \).

**Step 3** According to Section 3.1, implement IGSO for the glowworm \( \text{swarm}_{1} \), then according to the feasibility rules, determine the current optimal position \( X_{k}^{\text{GSO-\text{best}}} \) of the glowworm \( \text{swarm}_{1} \), apply the local search strategy based on SA to \( X_{k}^{\text{GSO-\text{best}}} \) and get the new position \( X_{k}^{\text{GSO-\text{newbest}}} \).

**Step 4** According to Section 2.3, implement DE for the differential evolution \( \text{swarm}_{2} \), and according to the feasibility rules, determine the current optimal position \( X_{k}^{\text{DE-\text{best}}} \) of the differential evolution \( \text{swarm}_{2} \), apply the local search strategy based on SA to \( X_{k}^{\text{DE-\text{best}}} \) and get the new position \( X_{k}^{\text{DE-\text{newbest}}} \).

**Step 5** According to the feasibility rules, if \( X_{k}^{\text{GSO-\text{newbest}}} \) is better than \( X_{k}^{\text{DE-\text{newbest}}} \), and then \( X_{k}^{\text{GSO-\text{newbest}}} \) updates \( X_{k}^{\text{DE-\text{newbest}}} \), otherwise,
\( X_{DE-newbest}^k \) updates \( X_{GSO-newbest}^k \). In addition, according to the feasibility rules, update the optimal position \( X^* \) and the optimal value \( f(X^*) \) of the entire population.

**Step 6** If the maximum number of iterations is met, then stop and output the optimal position \( X^* \) and the optimal value \( f(X^*) \) of the entire population; or else, let \( T(K+1) = \alpha T(k) \), \( k = k + 1 \), go back to **Step 3**.

4. Simulation Experiments

4.1. Engineering Optimization Problems

To verify the reliability and validity of HGSO, the following five typical engineering constrained design problems are used to test the performance of HGSO.

4.2. Experimental Environment

The HGSO are coded in MATLAB R2009a and implemented on 2.00GHz CPU machine with 1.92GB RAM under Windows XP platform. The parameters of the HGSO are set as follows: population size \( N = 250 \), the luciferin decay constant \( \rho = 0.4 \), the luciferin enhancement constant \( \gamma = 0.6 \), the rate of change of the neighbourhood range \( \beta = 0.08 \), the neighbourhood threshold \( n_0 = 5 \), step-size of the movement \( s = 0.03 \), the initial luciferin value \( \lambda_0 = 5 \), the maximum number of attempts of glowworms in predatory behavior \( \text{trynumber} = 15 \), scaling factor \( F = 0.4 \), mutation probability \( CR = 0.9 \), annealing rate \( \lambda = 0.09415 \), step size of the local search \( \eta = 0.00315 \), the number of iterations of the local search at each generation \( L = 20 \).

**Example 1. A welded beam design problem**

This problem is taken from [12], in which a welded beam is designed for minimum cost \( f(x) \) subject to constraints on shear stress (\( \tau \)); bending stress in the beam (\( \theta \)); buckling load on the bar (\( P_i \)); end deflection of the beam (\( \delta \)); and side constraints. There are four design variables as shown in Figure 1, i.e. \( h(x_1), l(x_2), l(x_3) \) and \( b(x_3) \). The problem can be mathematically formulated as follows:

\[
\min f(x) = 1.10471 x_1^2 x_2 + 0.04811 x_3 x_4 (14.0 + x_2) \\
\text{s.t. } g_1(x) = \tau(x) - 13600 \leq 0 \\
g_2(x) = \sigma(x) - 30000 \leq 0 \\
g_3(x) = x_1 - x_4 \leq 0 \\
g_4(x) = 0.10471 x_1^2 + 0.04811 x_3 x_4 (14.0 + x_2) \\
\quad - 5.0 \leq 0 \\
g_5(x) = 0.125 - x_1 \leq 0 \\
g_6(x) = \delta(x) - 0.25 \leq 0 \\
g_7(x) = 6000 - P(x) \leq 0 \\
0.1 \leq x_1, x_4 \leq 2; 0.1 \leq x_2, x_3 \leq 10
\]

where

\[
\tau(x) = \sqrt{(\tau')^2 + 2 \tau' \tau'' x_2'}/(2R) + (\tau'')^2 \\
\tau' = 6000/\sqrt{2x_1 x_2}, \\
\tau'' = M R / J, \\
M = 6000(14 + x_2/2), \\
R = \sqrt{x_2^2 + (x_1 + x_3)^2}/4, \\
J = 2[\sqrt{x_1 x_2[2x_2^2 + (x_1 + x_3)^2]}/4], \\
\sigma(x) = 504000/(x_4 x_3^2), \\
\delta(x) = 2.1952/(x_3^3 x_4), \\
P(x) = 4.013 \cdot E \cdot (1 - 0.02823463 x_1) \cdot x_3 x_4^4/(6L^2), \\
L = 14, E = 30 \times 10^6.
\]

The circular sensor range \( r_i \) and the initial dynamic decision domain \( r_0 \) of the glowworms are all set to 5 for this problem. HGSO-1 represents the maximum number of generations is set to \( T_{max} = 300 \), which is in accordance with those of HPSO [5] and DSS-MDE [11]. HGSO-2 denotes the maximum number of generations is set to \( T_{max} = 400 \), the other parameters are set to the same as those of Section 4.2. Simulation results and comparisons are shown in Table 1 and Table 2.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Comparison of the best solution for Example 1 by different methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>( x_{1,1} )</td>
</tr>
<tr>
<td>HPSO-1</td>
<td>0.2459</td>
</tr>
<tr>
<td>CPSO-1</td>
<td>3.1988</td>
</tr>
<tr>
<td>CPSOA-1</td>
<td>3.4709</td>
</tr>
<tr>
<td>DSS-MDE</td>
<td>0.2443689785</td>
</tr>
<tr>
<td>Coello-1</td>
<td>0.2848</td>
</tr>
<tr>
<td>Coello-2</td>
<td>3.2065</td>
</tr>
<tr>
<td>Montoya-1</td>
<td>0.204361</td>
</tr>
<tr>
<td>Montoya-2</td>
<td>0.203700</td>
</tr>
<tr>
<td>HPSO-2</td>
<td>0.205700</td>
</tr>
<tr>
<td>CPSODSA-1</td>
<td>0.2057250615</td>
</tr>
<tr>
<td>PSOG-1</td>
<td>0.205729647</td>
</tr>
<tr>
<td>PSOG-2</td>
<td>0.205729647</td>
</tr>
</tbody>
</table>
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Table 2: Statistical results of different methods for Example 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Best</th>
<th>Mean</th>
<th>Worst</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPSO-1</td>
<td>0.012670</td>
<td>N/A</td>
<td>0.040049</td>
<td>N/A</td>
</tr>
<tr>
<td>HPSO-2</td>
<td>0.012670</td>
<td>N/A</td>
<td>0.040049</td>
<td>N/A</td>
</tr>
<tr>
<td>MPSO</td>
<td>0.012670</td>
<td>N/A</td>
<td>0.040049</td>
<td>N/A</td>
</tr>
<tr>
<td>CPSO</td>
<td>0.012670</td>
<td>N/A</td>
<td>0.040049</td>
<td>N/A</td>
</tr>
<tr>
<td>CPSOSA</td>
<td>0.012670</td>
<td>N/A</td>
<td>0.040049</td>
<td>N/A</td>
</tr>
<tr>
<td>CPSOSA1</td>
<td>0.012670</td>
<td>N/A</td>
<td>0.040049</td>
<td>N/A</td>
</tr>
<tr>
<td>CPSOSA2</td>
<td>0.012670</td>
<td>N/A</td>
<td>0.040049</td>
<td>N/A</td>
</tr>
<tr>
<td>HGSO-1</td>
<td>0.012670</td>
<td>N/A</td>
<td>0.040049</td>
<td>N/A</td>
</tr>
<tr>
<td>HGSO-2</td>
<td>0.012670</td>
<td>N/A</td>
<td>0.040049</td>
<td>N/A</td>
</tr>
</tbody>
</table>

From Table 1, it is observed that the best feasible solution obtained by HGSO is competitive to the results obtained in [5], [17] and [18], but better than the results obtained by other methods. From Table 2, it can be seen that the average searching quality of HGSO is greatly superior to those of the other methods. In addition, even the worst solution obtained by HGSO is better than the best solutions reported in [7], [8], [10], [11], [13], [14], [15] and [16], in 30 independent runs, the standard deviation of the results by HGSO-1 is very small and its precision reaches $10^{-12}$, which is slightly worse than that of PSO-DE [10] but better than those of the other methods, however, the maximum number of generations by PSO-DE [10] is unknown. In addition, the standard deviation of the results by HGSO-2 is already competitive to that of PSO-DE [10]; its precision reaches $10^{-16}$, which shows that the robustness of HGSO is the best to solve this problem.

Example 2: A tension/compression string design problem

This problem is described in [19], and the aim is to minimize the weight of $f(x)$ of a tension/compression spring (as shown in Figure 2) subject to constraints on minimum deflection, shear stress, surge frequency, limits on outside diameter and on design variables. The design variables are the mean coil diameter $D(x_3)$, the wire diameter $d(x_1)$ and the number of active coils $P(x_3)$.

The problem can be mathematically formulated as follows:

$$\min f(x) = (x_3 + 2)x_2 x_1^2$$

subject to:

$$s.t. g_1(x) = 1 - x_2^2/(17185 x_3) \leq 0;$$

$$g_2(x) = 4(x_3^2 - x_2)/[2566(x_2 x_1^2 - x_1^4)]$$

$$+ 1/(5108 x_2^2 - 1 \leq 0);$$

$$g_3(x) = 1 - 140.45 x_2^3/(x_2^2 + 3 x_3) \leq 0;$$

$$g_4(x) = (x_1 + x_2)/1.5 - 1 \leq 0;$$

$$0.05 \leq x_1 \leq 2; 0.25 \leq x_2 \leq 1.3; 2 \leq x_3 \leq 15.$$
Example 3. A pressure vessel design problem

This problem is taken from [21], in which the objective is to minimize the total cost \((f(x))\), including the cost of the material, forming and welding. A cylindrical vessel is capped at both ends by hemispherical heads as shown in Figure 3. There are four design variables: \(T_s\) (x1, thickness of the shell), \(T_h\) (x2, thickness of the head), \(R\) (x3, inner radius) and \(L\) (x4, length of the cylindrical section of the vessel, not including the head). Among the four variables, \(T_s\) and \(T_h\) are integer multiples of 0.0625 in, which are the available thicknesses of rolled steel plates, and \(R\) and \(L\) are continuous variables.

![Figure 3 Center and end section of pressure vessel design problem](image)

The problem can be mathematically formulated as follows:

\[
\min f(x) = 0.6224x_1x_3x_4 + 1.7781x_2x_3^2 + 3.1661x_1^2x_4 + 19.84x_1^2x_3
\]

s.t. \(g_1(x) = -x_1 + 0.0193x_3 \leq 0;\)
\(g_2(x) = -x_2 + 0.0005x_3 \leq 0;\)
\(g_3(x) = -\pi x_3^2x_4 - 4\pi x_3^3/3 + 1296000 \leq 0;\)
\(g_4(x) = x_4 - 240 \leq 0\)
\(0 \leq x_1, x_2 \leq 100;\)
\(10 \leq x_3, x_4 \leq 200\)

The circular sensor range \(r_s\) and the initial dynamic decision domain \(r_0\) of the glowworms are all set to 100 for this problem, the maximum number of generations is set to \(T_{max} = 300\), which is consistent with that of HPSO[5], the other parameters are set to the same as those of Section 4.2. Simulation results and comparisons are given in Table 5 and Table 6.

Table 5 Comparison of the best solution for Example 3 by different methods

<table>
<thead>
<tr>
<th>Method</th>
<th>T (s)</th>
<th>1.1290</th>
<th>6.2450</th>
<th>47.7000</th>
<th>117.3000</th>
<th>0.1290</th>
<th>6.2450</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deb,Gate(4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kenam,Kuppa(4)</td>
<td>1.1250</td>
<td>6.2300</td>
<td>47.5000</td>
<td>117.0000</td>
<td>0.1250</td>
<td>6.2300</td>
<td></td>
</tr>
<tr>
<td>Suganth(4)</td>
<td>1.1250</td>
<td>6.2300</td>
<td>47.5000</td>
<td>117.0000</td>
<td>0.1250</td>
<td>6.2300</td>
<td></td>
</tr>
<tr>
<td>Coelho(4)</td>
<td>0.1250</td>
<td>0.1375</td>
<td>45.2500</td>
<td>115.5000</td>
<td>0.1250</td>
<td>0.1375</td>
<td></td>
</tr>
<tr>
<td>Coelho, mbox{Monte}(15)</td>
<td>0.1250</td>
<td>0.1375</td>
<td>45.2500</td>
<td>115.5000</td>
<td>0.1250</td>
<td>0.1375</td>
<td></td>
</tr>
<tr>
<td>CPSO(18)</td>
<td>0.1250</td>
<td>0.1375</td>
<td>45.2500</td>
<td>115.5000</td>
<td>0.1250</td>
<td>0.1375</td>
<td></td>
</tr>
<tr>
<td>CPSO(18)</td>
<td>0.1250</td>
<td>0.1375</td>
<td>45.2500</td>
<td>115.5000</td>
<td>0.1250</td>
<td>0.1375</td>
<td></td>
</tr>
<tr>
<td>PSO(15)</td>
<td>0.1250</td>
<td>0.1375</td>
<td>45.2500</td>
<td>115.5000</td>
<td>0.1250</td>
<td>0.1375</td>
<td></td>
</tr>
<tr>
<td>HGSO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6 Statistical results of different methods for Example 3

<table>
<thead>
<tr>
<th>Method</th>
<th>Best</th>
<th>Mean</th>
<th>Worst</th>
<th>Std. Dev.</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deb,Gate(4)</td>
<td>6059.9463</td>
<td>5737.3511</td>
<td>6059.9321</td>
<td>80.2022</td>
<td>9.0680</td>
</tr>
<tr>
<td>Kenam,Kuppa(4)</td>
<td>6059.7143</td>
<td>5899.7143</td>
<td>6059.7143</td>
<td>143.4687</td>
<td>110.4000</td>
</tr>
<tr>
<td>Suganth(4)</td>
<td>6059.7143</td>
<td>5899.7143</td>
<td>6059.7143</td>
<td>143.4687</td>
<td>110.4000</td>
</tr>
<tr>
<td>Coelho(4)</td>
<td>6059.7143</td>
<td>5899.7143</td>
<td>6059.7143</td>
<td>143.4687</td>
<td>110.4000</td>
</tr>
<tr>
<td>Coelho, mbox{Monte}(15)</td>
<td>6059.7143</td>
<td>5899.7143</td>
<td>6059.7143</td>
<td>143.4687</td>
<td>110.4000</td>
</tr>
<tr>
<td>CPSO(18)</td>
<td>6059.7143</td>
<td>5899.7143</td>
<td>6059.7143</td>
<td>143.4687</td>
<td>110.4000</td>
</tr>
<tr>
<td>CPSO(18)</td>
<td>6059.7143</td>
<td>5899.7143</td>
<td>6059.7143</td>
<td>143.4687</td>
<td>110.4000</td>
</tr>
<tr>
<td>PSO(15)</td>
<td>6059.7143</td>
<td>5899.7143</td>
<td>6059.7143</td>
<td>143.4687</td>
<td>110.4000</td>
</tr>
<tr>
<td>HGSO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From Table 5, it can be found that the best feasible solution obtained by HGSO is competitive to those of HPSO [5], PSO-DE [10] and CPSOSA [18], but better than the results obtained by the other methods. From Table 6, it can be seen that the mean solution and the worst solution of HGSO are competitive to those of PSO-DE [10], but better than those of the other methods. What is more, the standard deviation of the results by HGSO is also the smallest, its precision reaches \(10^{-13}\), which shows that the robustness of HGSO is the best for solving this problem.

Example 4. A speed reducer design problem

This problem is described in [24]. In this constrained optimization problem, the weight of speed reducer is to be minimized subject to constraints on bending stress of the gear teeth, surface stress, transverse deflections of the shafts, and stresses in the shafts. The variables \(x_1 \sim x_7\) represent the face width, length of the first shaft between bearings, lengths of the second shaft between bearings, and the diameter of first and second shafts respectively. This is an example of a mixed integer programming problem. The third variable \(x_3\) (number of teeth) is of integer value while all left variables are continuous.

The problem can be mathematically formulated as follows:

\[
\text{Minimize } f(x) = 0.7854x_1x_3^2(3.333x_5^2 + 14.93x_3^3 - 43.0934) - 1.508x_1(x_2^2 + x_2^2)
\]
\[+ 7.4777(x_3^3 + x_4^3) + 0.7854(x_4x_6^2 + x_5x_7^2)\]

subject to

\[
g_1(x) = \frac{27}{x_1x_2x_3} - 1 \leq 0
\]
\(g_2(x) = 397.5 \leq 0\)
\(g_3(x) = 1.93x_3^3 \leq 0\)
\(g_4(x) = 1.93x_3^3 \leq 0\)
\(g_5(x) = \left[\frac{1}{110.0x_6^3} + 1.69 \times 10^6/2\right] - 1 \leq 0\)
Example 5. A three-bar truss design problem

This problem is taken from [27], which deals with the design of a three-bar truss structure where the volume is to minimize subject to stress constraints.

The problem can be mathematically formulated as follows:

\[
\begin{align*}
\text{Minimize } f(x) &= (2\sqrt{x_1 + x_2}) \times l \\
n &\leq 100\text{cm}, \quad P = 2KN/cm^2, \quad \sigma = 2Kn/cm^2.
\end{align*}
\]

where \( l = 100\text{cm}, \quad P = 2KN/cm^2, \quad \sigma = 2Kn/cm^2. \)

The circular sensor range \( r_s \) and the initial dynamic decision domain \( r_0 \) of the glowworms are all set to \( 5 \) for this problem. The maximum number of generations is set to \( T_{max} = 300 \), which is in accordance with that of DSS-MDE [11], the other parameters are set to the same as those of Section 4.2. Simulation results and comparisons are shown in Table 7 and Table 8.

### Table 7 Comparison of the best solution for Example 4 by different methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Best</th>
<th>Mean</th>
<th>Worst</th>
<th>Std. Dev.</th>
<th>Rel. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGSO</td>
<td>2800.16</td>
<td>2994.11</td>
<td>3008.68</td>
<td>90.43</td>
<td>0.24</td>
</tr>
<tr>
<td>DSS-MDE</td>
<td>2800.00</td>
<td>2994.11</td>
<td>3008.68</td>
<td>70.43</td>
<td>0.10</td>
</tr>
</tbody>
</table>

### Table 8 Statistical results of different methods for Example 4

<table>
<thead>
<tr>
<th>Methods</th>
<th>Best</th>
<th>Mean</th>
<th>Worst</th>
<th>Std. Dev.</th>
<th>Rel. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGSO</td>
<td>2800.16</td>
<td>2994.11</td>
<td>3008.68</td>
<td>90.43</td>
<td>0.24</td>
</tr>
<tr>
<td>DSS-MDE</td>
<td>2800.00</td>
<td>2994.11</td>
<td>3008.68</td>
<td>70.43</td>
<td>0.10</td>
</tr>
</tbody>
</table>

From Table 7, it can be found that the best feasible solution obtained by HGSO is competitive to that of DSS-MDE [11], but better than the results obtained by the other methods. From Table 8, it can be seen that the mean solution and the worst solution of HGSO are almost the same as the best solution of HGSO, even the worst solution of HGSO is better than the best solutions reported in [10], [14], [25] and [26]. Furthermore, the standard deviation of the results by HGSO is also very small, and its precision is 10^{-10}. It is a little worse than that of DSS-MDE [11], but markedly superior to those of the other methods.

### Table 9 Comparison of the best solution for Example 5 by different methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Best</th>
<th>Mean</th>
<th>Worst</th>
<th>Std. Dev.</th>
<th>Rel. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGSO</td>
<td>263.90</td>
<td>2994.11</td>
<td>3008.68</td>
<td>70.43</td>
<td>0.10</td>
</tr>
<tr>
<td>DSS-MDE</td>
<td>263.80</td>
<td>2994.11</td>
<td>3008.68</td>
<td>50.43</td>
<td>0.05</td>
</tr>
</tbody>
</table>

From Table 9, it is observed that the best feasible solution obtained by HGSO is the best. From Table 10, it can be seen that the mean solution and the worst solution of HGSO are the same as the best solution of HGSO in 30 independent runs, they are better than the best solutions reported in [10], [11], [14], [27] and [28]. In addition, the standard deviation of the results by HGSO is also the smallest and its precision is 0, which illustrates that the robustness of HGSO is the best to solve this problem.

5. Conclusions

In this paper, a new algorithm named HGSO is proposed. Firstly, predatory behavior of AFSA is introduced to GSO and the IGO algorithm is got, then, based on an optimum
information sharing mechanism, IGSO is integrated with DE, besides, the constraint processing technology based on the feasibility rules is used to update the optimum position of the population. To escape from the local optimum, the local search strategy based on SA is applied to the best solution of the population of each generation. Finally, HGSO is tested on five benchmark functions and five engineering design problems. The experimental results show that the HGSO outperforms algorithms in the literature in terms of efficiency, precision, reliability and robustness, so, the HGSO is very effective for solving constrained design problems.
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