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Abstract: In numerous TCP congestion control algorithms, TCP Vegas avoids congestion on its own initiative. However, its slow-start
ending quickly and growing unsmoothly cause that the congestin window designing too small and bandwidth utilization declining too
rapid, furthermore affect network efficiency and throughput dropping. . . etc. Aimed at the deficiencies, we propose a kind of Loga-
rithmic Slow-Start Algorithm of TCP Vegas (LSSA-TCP Vegas) to conduct the dynamics of congestion window. We analyze stability
condition from the theory via the Nyquist stability criterion and study the issue such as convergence of the algorithm, configuration
parameters. Our goal in this paper is to study and compare the performance of LSSA-TCP Vegas and other TCP congestion control
algorithms under various network scenarios. The simulation results demonstrate that the algorithm vs the bug of TCP Vegas contains
obvious improvements. We believe that Logarithmic Slow-Start Algorithm can be used to provide the better performance of TCP Vegas.
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1. Introduction

The computer network, since the birth, specially the recent
several years, obtained the fast development. The Internet
has already been government, business company, social or-
ganization and individual a necessary fraction. Continuous
development along with the network scale, the network
congestion becomes more and more serious [1]. The pri-
mary congestion reason in network is that the users need
the transmission capacity and handling ability are much
more than the limit which the actual network can provide,
thus causes that the data loss rate rises as well as network
system application performance drops and other problems
occur.

The TCP protocols are the most dominated protocols
in the Internet [2], their success lies in the good congestion
control strategy. Owing to outstanding of congestion con-
trol strategy ensure Internet to develop rapidly [3]. Accord-
ing to statistic from MCI, 90% total data quantity is trans-
mitted by TCP protocols [4]. They are mainly used for re-
liable end to end delivering. This need to guarantee stabil-
ity, efficient transmission,. . . , etc. There have been active
research and increasing interest in the area of Internet con-

gestion control [5,6]. And TCP congestion control gener-
ally adjust the congestion window size according to loss
rate, this includes Reno[7], perhaps the most well-known
TCP congestion control algorithm, is designed based on
the rule. However, the reason of loss data is varied, not
only just for transmission congestion, so TCP Vegas judge
whether the network is in congestion and adjust conges-
tion window size according to the changes of round-trip-
time (RTT) value, not loss rate, thus acquired more supe-
rior than TCP Reno in congestion control performance and
transmission efficiency [8].

TCP Vegas adopt active congestion avoidance and min-
ish the congestion window size before practical loss data
occurrence, pass a repeated ACK package, not the algo-
rithm of Reno of three repeated ACK packages to judge
whether the transmission is overtime, thus find congestion
occurrence in time. But this kind of congestion avoidance
scheme have to coexist with other TCP protocols, when
it predicts that the network will take place congestion, it
will enter congestion avoidance stage on its own initiative,
and release its part of bandwidths. This competition mode
of the bandwidth occupancy with other TCP data stream-
ing will be in bad situation. Owing to the flaw, TCP Vegas
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finally fail to large-scale commercial application in Inter-
net[9].

Compared to the “coarse” TCP Vegas, Srijith,etc de-
signed the Vegas-A mechanism [10], a kind of refined TCP
Vegas algorithm that doesn’t need to depend on any key
parameter to alleviate congestion, at first it conducts the
parameters via transmission mode. While Vegas-A data
streamings coexist with other TCP data streamings, the
weak capability of occupancy bandwidth contains some
improvements, it can adapt to various RTT and the change
of path. But the TCP Vegas-A mechanism is in the process
of delivering, with regard to the intrinsic difficulty, inca-
pability of occupancy bandwidth quickly is obvious in the
network.

In order to overcome the shortcoming of the TCP Ve-
gas and Vegas-A mechanism and satisfy requirements of
different types of traffic service in terms of higher through-
put and less loss rate, this paper proposes the novel Log-
arithmic Slow-Start Algorithm of TCP Vegas (LSSA-TCP
Vegas), in the process of Slow-Start stage, its congestion
window traces the total of ACK packages and adopts a
kind of slippery growth via the logarithm method, effec-
tively settles congestin window steep growth, avoids to
make it increase the skip step, and enters smoothly conges-
tion avoidance stage. The design objectives of LSSA-TCP
Vegas includes minimizing loss rate, stabilizing transmis-
sion, maintaining high link utilization, and removing bi-
ases against burst traffic. The LSSA-TCP Vegas algorithm
increases congestion window quickly at first, avoids the
sudden data streamings, slows the congestion window growth
later, and defers the occurrence of the network conges-
tion. This is very beneficial to the small data streamings
connectivity, before the congestion occur, the data trans-
mission has been already completed[19]. Theory analysis
and simulation results will be verified and illustrated by
Nyquist stability criteria and ns2 simulator, respectively,
obtaining the practical values and merits of the stability
condition and convergence efficiency for designing an ef-
fective LSSA-TCP Vegas algorithm in this note.

The rest of the paper is organized as follows. We first
propose LSSA-TCP Vegas model via the linear model in
Section 2. In Section 3, we analyze the stability and derive
stability conditions. Furthermore, we also give a conver-
gence efficiency study of the performance of LSSA-TCP
Vegas. Section 4 shows the simulation results to validate
the analysis by comparing the varying parameters and per-
formances of LSSA-TCP Vegas with other TCP conges-
tion control algorithms. The conclusion follows in Section
5.

2. LSSA-TCP Vegas congestion control
model

The TCP congestion control strategy mainly includes 4
following processes [11]: (1) The Slow-Start stage, assures
the establishment of connectivity, meanwhile, with trans-
mission rate of congestion window raises and avoids much

more data to enter into congestion window at first [12]. (2)
Congestion-Avoidance stage, while the transmission rate
reaches a certain value, the algorithm enters congestion
avoidance stage. This step is mainly to keep network from
congestion. (3) Fast-Retransmit stage, retransmit the loss
data as soon as possible when congestion occurs. (4) Fast-
Recovery stage, adopts a related recovery strategy and re-
news next Slow-Start stage [20,21].

The duration of TCP vegas arrives the best available
rate from the connectivity establishment has the impor-
tant impact on its whole performance [9]. The congestion
window size increases too quick later in the Slow-Start
stage will result in the drop of performance, also will cause
longer Congestion-Avoidance stage at the same time [13].
Therefore, the urgent assignment in Slow-Start stage is to
shorten time of transmission rate to occupy an available
bandwidth as far as possible, meanwhile, raise throughput
of the network.

In the LSSA-TCP Vegas dynamic model, we facilitate
the window-based logarithmic additive increase and mul-
tiplicative decrease (LAIMD) principles to describe the
basic feedback mechanism. It is assumed to increase the
congestion window size, additively with logarithmic dif-
ference at each round trip time (RTT). And it shortens
the congestion window size, multiplicatively by half if a
packet loss is detected.

The LSSA-TCP Vegas model is defined as follows.

Wi(t) =


Wi(t− 1) + α(log2

∑n
i=0 Tack−

log2
∑n−1

i=0 Tack), non-congestion

1
2
Wi(t− 1), congestion

(1)

Where Wi(t)is congestion window size of ith loss cycle(LCi)
in time t and α(> 0) is a scaling factor, additive rate-
increase parameter. We assume that the source sends data
packets and receives ACK packets all by rate Xi(t), and
every packet to be confirmed. For one non-congestion con-
firmed packets, the congestion window size increases α(log2

∑n
i=0 Tack−

log2
∑n−1

i=0 Tack); for one congestion confirmed packed,
the congestion window size is halved. Let P (t) denote
the congestion probability in time t, according to average
statistics, the network system can receive α(log2

∑n
i=0 Tack−

log2
∑n−1

i=0 Tack)(1−P (t)) non-congestion confirmed packed
and wi(t)P (t) congestion confirmed packed in the LCi.
For simply ∆ log2 T denotes log2

∑n
i=0 Tack−log2

∑n−1
i=0 Tack,

so the LSSA-TCP Vegas model can also be described as
follows:

Wi(t) = α(∆ log2 T )(1− P (t))− 1

2
Wi(t)P (t) (2)

3. LSSA-TCP Vegas Performance analysis

In this section, through the evaluation of the stability and
convergence of LSSA-TCP Vegas algorithm, we derive the
stability condition, which is represented in terms of its
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control parameters and analyze the influence to the per-
formance. Next, we provide a effective guideline for the
preset parameters setting.

3.1. Stability

In order to analyze the stability of LSSA-TCP Vegas Al-
gorithm, at first, we take Laplace transforms on (2), for
simply, considering that 1 ≫ P (t) = p0 and W (t) = w0

at equilibrium point, then we can obtain

sW (s) = α(∆ log2 T )
1

s
− 1

2
w0P (s) (3)

Further, consider that the aggregate rate X(t) will be
wi(t) and LSSA-TCP Vegas network having the number
of connections N , the round trip time R0, and the capacity
of the bottleneck transmission link C, so we have Xi(t) =
Wi(t)
R0

N and Xi(t) = C
N at equilibrium point and we can

obtain the LSSA-TCP Vegas controller transfer function as
follow:

FLSSA(s) =
p(s)

x(s)
=

2N

C
(
α(∆ log2 T )N

2

sCR0
− s) (4)

Consider the generic TCP dynamic model suggested
by Vishal Misra, etc in 2000 [14]

q(t) =
W (t)

R(t)
N(t)− C (5)

G.V.Hollot facilitates the application of small signal
analysis method and obtains the linear model in the fol-
lowing form at equilibrium point [15].

δq(t) =
N

R0
δw(t)− 1

R0
δq(t) (6)

Similarly, consider δx(s) = N
R0

δw(t) at equilibrium
point, then we take Laplace transforms on (6) and give

δx(s) = (s+
1

R0
)δq(s)δ (7)

Thus, the closed-loop feedback control model based on
queue in [15] is now changed into based on rate, which is
shown in Fig. 1

LSSA-

TCP  

0sR
e ( )queueF s

0

1
s( )TCPF s

R

Figure 1 the closed-loop feedback control of LSSA-TCP Vegas

Note that, FTCP (s) =
R0C2

2N2

s+ 2N

R2
0C

is the delivering func-

tion of TCP features, Fqueue(s) =
N
R0

s+ 1
R0

is delivering func-

tion of queue features, and e−sR0 is hysteresis phase caused
by RTT.

To this end, we deduce the LSSA-TCP Vegas deliver-
ing function in the following form:

F (s) = FLSSA(s)× FTCP (S)× FQUEUE(s)× e−sR0

× (s+
1

R0
)

= (
α(∆ log2 T )N

2

sCR0
− s)

R2
0C

2e−sR0

CR2
0s+ 2N

(8)

Theorem 1 Stability Conditions: the LSSA-TCP Vegas is
asymptotically stable if the control parameters satisfy

α(∆ log2 T )N
2R0C − ω2R2

0C
2 − ω

√
(2N)2 + ω2(R2

0C)2 ≤ 0

Where ω = min{ 2N

R2
0C

,
1

2R
}. (9)

Proof:
From (8), we have

F (j, ω) =
α(∆ log2 T )N

2R0Ce−jωR0

(2N +R2
0Cjω)jω

− R2
0C

2jωe−jωR0

(2N +R2
0Cjω)

(10)

Next, we have

|F (jω)| ≤ ∆ log2 T )N
2R0Ce−jωR0

ω
√

(2N)2 + (R0C)2ω2
− R2

0C
2ω√

(2N)2 + (R0C)2ω2

(11)

Thus, if the inequality (11) is reached, we obtain |F (jωg)| ≤
1 and

∠F (jω) ≥ (∠e−jωR0 − ∠(2N +R2
0Cjω))

≥ −180◦

2π
− 90◦ − 45◦ > −180◦ (12)

In summary, since the condition of Nyquist stability
criterion is satisfied, the LSSA-TCP Vegas is asymptoti-
cally stable.

3.2. Convergence

In order to design that the congestion control algorithm be-
ing able to fully utilize the bandwidth as soon as possible,
we expect the algorithm to have a short convergence time.
To better calculate how much time the LSSA-TCP Vegas
requires to reach a certain level of efficiency,

we define:
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Definition 1 For a given positive constant θ(0 < θ ≤ 1),
the bandwidth resource allocation (x1, x2, . . . , xN ) is θ
efficiency, if:

e(t) =

∑n
i=1 xi(t)

C
≥ θ

Theorem 2 Consider N synchronous LSSA-TCP Vegas
flows starting to compete for the capacity of the bottleneck
transmission link C with the initial rate of each flow equal
to 0, then after

tθ =
2

p0
ln(

1

1− β
2∆ log2 T θ

) (13)

the network achieves θ efficiency. Where β denotes CR0P0

N2(1−P0)
.

Proof:
Since X(t = 0) = 0, there is no packet queuing before

the utilization reaches θ, i.e., q(t) = 0. Considering all
flows as synchronous, and the complete control law can be
described by (2).

For simply, we suppose P (t) = p0 at equilibrium point,
and from (2) we obtain

Wi(t) = α(∆ log2 T )(1− p0)−
1

2
Wi − p0 (14)

Consider Wi(t = 0) = 0, Xi(t) =
Wi(t)
R0

N and Xi(t) =

θ C
N as the initial condition and Solving (14), we obtain

tθ =
2

p0
ln(

α(∆ log2 T )(1− p0)

α(∆ log2 T )(1− p0)− 1
2Wi − p0

)

=
2

p0
ln(

1

1− 1
2p0θ

CR0

N2α(∆ log2 T )(1−p0)

)

=
2

p0
ln(

1

1− β
2∆ log2 Tθ

) (15)

The time of convergence to efficiency of the LSSA-
TCP Vegas is O(ln( 1

1− β
2∆ log2 Tθ

)). For example, if we set

α = 10, and p0 = 0.02%, while choosing the target θ
as 0.995, then the LSSA-TCP Vegas flows saturate C =
20Mbps link in only 15s. This case is validated by simu-
lation experiment in Section 5.1.

4. Performance evaluation

The objective of this section is to verify, by using the ns2
simulator, that the LSSA-TCP Vegas can obtain higher per-
formance than other TCP congestion control algorithms on
the aspects of stabilization and throughput under dynamic
network environments.

In the simulation case, we divide the experiments into
two parts, at first we perform simulation experiments for
different values of configuration parameter, α, to assess the
validity of the model in diverse environmental conditions.

Figure 2 A network topology used for the evaluation of the
LSSA-TCP Vegas

In the second we compare LSSA-TCP Vegas with RED,
REM, PI controller and AVQ scheme.

we specify a network which is shown in Fig. fig:2.
There are 10 source nodes and 2 destination nodes, mean-
while, the 1∼5 source nodes send data to destination node
server-0 and the 6∼10 source nodes send data to destina-
tion node server-1, respectively. Within these 10 branches,
1∼5 data flows start from 0s and 6∼10 data flows start
from 5s. The sending sequence have 1s interval and share
a common backbone link, meanwhile, every node has the
same buffer capacity of 10Mb. The capacity of the bot-
tleneck transmission link is C = 20Mb/s and each link
connecting to source or destination nodes has the same
transmitting rate of 10Mb/s. For convenience, we set the
packet size to be 1kb. Additionally, we set W (0) = 0 and
R0 = 0.1s. Note that the values of the parameters remain
unchanged throughout the whole process of simulation un-
less otherwise stated. We assume that the sender sources
always have data to send and all links are duplex, further-
more, the drop-tail strategy is used when overflow occurs
at the transmitting queue.

The simulated LSSA-TCP Vegas operates as follows:
in every loss cycle, the source nodes trace the total of re-
ceived ACK packages and increase the congestion window
size W additively with α(log2

∑n
i=0 Tack−log2

∑n−1
i=0 Tack)

(1−p0) at each RTT, i.e., W (n+1) = W (n)+α(log2
∑n

i=0

Tack−log2
∑n−1

i=0 Tack)(1−p0); and decrease the conges-
tion window size W multiplicatively with half in case of
packet loss, i.e., W (n+ 1) = 0.5×W (n).

4.1. Evaluation the LSSA-TCP Vegas with
different configuration parameters

In the first case, we perform simulation experiments for the
additive rate-increase parameter, α, to assess the validity
of the LSSA-TCP Vegas using a dynamic traffic scenario.
The simulation duration is 50s.

We input initial a as the configuration parameter of
the LSSA-TCP Vegas controller, and set N = 100 and
α = 10, 20. According to analysis of stability conditions
in section 3.1, we guarantee that parameters of LSSA-TCP
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Figure 3 Congestion window achieved by the LSSA-TCP Vegas
under the specified set value of α

Figure 4 Throughput achieved by the LSSA-TCP Vegas under
the specified set value of α

Figure 5 Loss Rate achieved by the LSSA-TCP Vegas under the
specified set value of α

Vegas controller satisfy in equation (9), which is at the sta-
bility range. The congestion window, the through, and the
loss rate are show in Fig. 3–5, respectively.

Observations from the simulation results of Fig. 3 sug-
gest that the measured congestion window values with α =
10 tracks very closely with α = 20, especially for t = 20s
and afterword, there are nearly no difference between the
congestion window values and provides almost full link

Table 1 Results of performance comparison under various TCP
congestion control algorithms

criterion LSSA-TCP AVQ PI RED
Vegas

Mean Length 50.05 53.76 48.33 67.34
STD 11.69 25.64 14.32 16.12

Throughput (%) 99.78 98.91 99.39 99.52
Loss rate (%) 0.04 0.46 0.09 2.38

utilization. The reason is that these values are all at the sta-
bility range according to in equation (9) no matter α = 10
or α = 20. Hence, the method of LSSA-TCP Vegas con-
troller according to the varying link conditions can signif-
icantly improve the congestion window link utilization.

The similar patterns in the achieved throughput and
loss rate are observed for experiments with α = 10 and
α = 20 shown in Fig. 4 and Fig. 5. There are only some
difference between the values of throughput and loss rate
in the incipient stage. For example, the sources with α =
20 can achieve 95% throughput, is more over than the
sources with α = 10 at T = 5s. And the same sources can
achieve 0.25% loss rate less than the source with α = 10
at the same time. Similarly, there are also nearly no differ-
ence after over a period of time, no matter the throughput
or loss rate. On the other hand, a is not too large too ben-
efit to LSSA-TCP Vegas, if we set a too large it would
lead to significant network instability. There is possibility
that setting very large a may lead to overshoot the available
bandwidth during additive rate increase and may cause fre-
quent rate oscillations and network instability according to
in equation (9). The simulation results imply that the pro-
posed mechanism is amenable to gradual deployment and
obey the stability condition to reduce the impact of con-
gestion. This feature may encourage the gradual adoption
of LSSA-TCP Vegas on the Internet.

4.2. Performance Comparison Under Different
TCP congestion control algorithms

In the second simulation experiment, we compare LSSA-
TCP Vegas with RED, PI controller and AVQ scheme. We
set N = 100, α = 20, and the simulation duration is 100s.
The target queue length is set to 50 packets. The control
parameters of the other various TCP congestion control al-
gorithms are summarized as follow.

We choose the parameters of AVQ that are set to the
values recommended in [17], α = 0.15, β = 0.8, γ = 1.0.
In the PI controller scheme, we set the control parame-
ters a = 0.002445, b = 0.0024 and the update interval
Ts = 10ms so as to satisfy the stability conditions in [18].
For RED, maxth and minth are set to 20 packets and 80
packets, respectively, in order to keep the average queue
length at around (maxth +minth) = 50 packets, pmax is
set to the default value of 0.1 [14,15].
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Simulation results are illustrated in Table. 1, which shows
the comparison of performance under these four TCP con-
gestion control algorithms, according to the previous pa-
rameters setting. In the case of PI, its queue length fluctu-
ates less than RED and AVQ, but much more than LSSA-
TCP Vegas. However, in the case of LSSA-TCP Vegas, the
average queue length does not vary much from the target
length regardless of the number of connection, in despite
of TCP connections are established continuously. Table. 1
illustrates that the performance under the LSSA-TCP Ve-
gas algorithm converges faster and fluctuates less around
the target queue with smaller steady-state errors than RED,
PI, and AVQ. Simulation results demonstrate that LSSA-
TCP Vegas can achieve the mean queue length closer to the
target queue, meanwhile, obtain more throughputs and less
loss rate than the other TCP congestion algorithms. There-
fore, the LSSA-TCP Vegas is an important improvement
of congestion control to the window-based algorithms es-
pecially for complicated and diverse environments.

5. Conclusion

In this paper, we analyze the LSSA-TCP Vegas model from
the control theory viewpoint. Furthermore, we also present
the sufficient stability conditions and convergent time to
the network transmission. Both of the theoretical analysis
and simulation results demonstrate that LSSA-TCP Vegas
algorithm can obtain the desired stability in terms of ar-
bitrary and diverse link condition. This means that LSSA-
TCP Vegas can perform better than the other TCP conges-
tion algorithms. Although in this paper we only focus on
the stability and convergence of the LSSA-TCP Vegas, the
relative control technique explored in this paper can be ex-
tended to other TCP or TCP-based algorithms for their sta-
bility and convergence analysis. Our results reported can
also be extended to networks with uncertain network con-
ditions, leaving several important and interesting topics for
exploratory research.
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