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Abstract: This paper proposes a method that uses a wavelet transform (WT) anda fuzzy neural network to select the minimum
number of features for classifying normal signals and epileptic seizuresignals from the electroencephalogram (EEG) signals of people
with epileptic symptoms and those of healthy people. WT was used to select theminimum number of features by creating detail
coefficients and approximation coefficients from EEG signals. 40 initial features were obtained from the created wavelet coefficients
using statistical methods, including frequency distributions and the amountsof variability in frequency distributions. We obtained 32
minimum features with the highest accuracy from the 40 initial features by using a non-overlap area distribution measurement method
based on a neural network with weighted fuzzy membership functions (NEWFM). NEWFM obtains the bounded sum of weighted
fuzzy membership functions (BSWFM) for the 32 minimum features to identify fuzzy membership functions for the 32 features. Using
these 32 minimum features as inputs in the NEWFM resulted in a performancesensitivity, specificity, and accuracy of 99.67%, 100%,
and 99.83%, respectively.
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1 Introduction

Electroencephalograms (EEGs) record the electric
activity of the cerebral cortex in the brain and are used to
measure or diagnose brain diseases [1,2,3,4,5,6,7]. EEG
monitoring is an important factor when identifying
conditions, particularly of patients with epilepsy. Epilepsy
involves the repeated occurrence of seizure symptoms,
where chronic disease leads to convulsions and
disturbances in consciousness, although there is no
physical disorder. Researchers are studying artificial
intelligence techniques that use EEG signals to detect and
diagnose epilepsy [2,3,4,5,6,7]. Wavelet transforms
(WTs) are a time-frequency analysis method that is used
for EEG signal feature extraction before grafting onto
fuzzy neural networks in epileptic seizure signal
classification [2,3,4,5][7].

Subasi [2,3,4][7] extracted features based on
coefficients created using WTs and the extracted features
were used as inputs in diverse fuzzy neural networks.

However, the detail coefficients used in Subasi’s
experiment were wavelet coefficients rather than
approximation coefficients [2,3,4][7]. The current study
investigated a neural network with weighted fuzzy
membership functions (NEWFM) [8,9,10,11][20,21,22],
which showed excellent performance in forecasting and
classification. Normal signals and epileptic seizure
signals were classified from the EEG signals used by
Subasi [4]. Detail coefficients and approximation
coefficients were created from EEG signals using WT. 40
initial features were obtained from the created wavelet
coefficients using statistical methods, including frequency
distribution and the amounts of variability in the
frequency distribution. We selected 32 minimum features
with the highest accuracy from the 40 initial features
using a non-overlap area distribution measurement
method provided by NEWFM. As a result, 16 features
were extracted from the 32 minimum features using the
approximation coefficients produced in this experiment.
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2 Overview of Minimum Feature Selection
Models for Classifying Epileptic Seizure
Signals

Figure 2.1 shows the process proposed in this paper for
selecting the minimum features required for classifying
normal signals and epileptic seizure signals. As shown in
Figure 2.1, a minimum feature selection model for
classifying normal signals and epileptic seizure signals
using wavelet coefficients is created from EEG signals by
WT. After WT, features are extracted using the frequency
distribution and the amounts of variability in the
frequency distribution of the wavelet coefficients. The
extracted features are used as inputs in the NEWFM.

Figure 2.1: Diagram of a minimum feature selection
model for classifying normal signals and epileptic seizure
signals.

Based on non-overlap area distribution measurement
method provided by the NEWFM, the feature that most
adversely affects the accuracy is selected and removed.
Repeating this feature selection process ultimately selects
the features with the highest accuracy as the minimum
features for classifying normal signals and epileptic
seizure signals.

2.1 Experimental data

The EEG signals used by Subasi were used to classify
normal signals and epileptic seizure signals [4]. The
experimental data used by Subasi were divided into five
experimental groups (A, B, C, D, and E) [4][19]. Subasi
used experimental groups A and E to classify normal
signals and epileptic seizure signals. Experimental groups
A and E were used in this experiment. Experimental
group A was composed of normal signals collected from
healthy subjects, while experimental group E was

composed of epileptic seizure signals collected from
subjects with epileptic symptoms. Experimental groups A
and E contained 100 files, and each file contained 4097
successive EEG signals. The 4097 successive
electroencephalogram signals were divided into 8 sets of
512 signals in total, and the last EEG signal was deleted.
Thus, 800 sets of 512 signals were created from the 100
files. The 800 sets were mixed randomly. As shown in
Table 1, the first 500 of the 800 sets were used as training
sets, while the last 300 sets were used as test sets. The
frequency of the experimental data was 173.6 Hz.

Table 1. Numbers of training and test sets

Class Training Set Test Set Total Set
Epileptic 500 300 800
Normal 500 300 800
Total 1000 600 1600

2.2 Feature extraction using wavelet transform

Recent studies use discrete wavelet transforms (DWTs) in
signal processing for signal analysis in diverse areas, such
as detection of heart disease, forecast of stock prices, and
classification of lung sounds [8][17,18]. DWT effects a
transformation to basic functions that are localized in
scale and in time. DWT decomposes the original signal
into a set of coefficients describing the frequency content
at given times [12]. In this study, wavelet coefficients with
detail coefficients and approximation coefficients at levels
1 to 5 were created from EEG signals by using Haar WT.

Table 2. Feature extraction description

No Feature Extraction Description
1 Mean of the absolute values of the coefficients in

each sub-band.
2 Median of the coefficients in each sub-band.
3 Average power of the wavelet coefficients in each

sub-band.
4 Standard deviation of the coefficients in each sub-

band.
5 Ratio of the absolute mean values of adjacent

sub-bands.

The methods for extracting features from wavelet
coefficients are explained in Table 2. Feature extraction
methods 1, 3, 4, and 5 are explained in Table 2, and these
are the ones used by Subasi [4]. Feature 2 was introduced
in our experiments. Features 1, 2, and 3 represent the
frequency distributions of the EEG signals, while features
4 and 5 represent the amounts of variability in the
frequency distributions [18].

Subasi’s experiment used detail coefficients, which
are wavelet coefficients rather than approximation
coefficients [4]. Detail coefficients and approximation
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coefficients from level 2 to level 5 are explained in Table
2. The feature extraction method was used to extract 20
features from each of the detail coefficients and
approximation coefficients. As a result, 40 features were
extracted as the initial features.

2.3 Neural network with weighted fuzzy
membership function (NEWFM)

A neural network with a weighted fuzzy membership
function (NEWFM) was used to select the minimum
features for classifying normal signals and epileptic
seizure signals. The NEWFM has the advantage of
providing a non-overlap area distribution measurement
method that enables the selection of minimum features.
The NEWFM is a supervised classification neuro-fuzzy
system that uses the bounded sum of weighted fuzzy
membership functions (BSWFMs) [8,9,10,11] [21]. The
structure of the NEWFM, as shown in Figure 2.2, is
composed of three layers, i.e., the input, hyperbox, and
class layers. We extracted 40 initial features from wavelet
coefficients using the feature extraction method explained
in Table 2, and these initial features were used as inputs in
the NEWFM, as shown in Figure 2.2.

Figure 2.2: Structure of the NEWFM.

3 Feature Selection

Feature selection is implemented for better performance,
which includes high accuracy and low operation costs
using minimum features. Feature selection is an important
research area in pattern recognition and machine learning
[13,14,15,16]. Selecting good features confers
advantages such as reduced operation costs or improved
performance owing to the removal of redundant or noisy
features. To select the best features, we selected 32
minimum features with the highest accuracy from the 40
initial features by using the non-overlap area distribution
measurement method provided by NEWFM. This method

measures the degree of salience of the ith feature for the
non-overlapped areas based on the area distribution, using
the following equation [2]:

f (i) = (Areai
E +Areai

N)
2/

1

(1+ e−|Areai
E−Areai

N |)
(1)

whereAreaE andAreaN are the epileptic seizure superior
area and the normal superior area, respectively. The detail
coefficient medians at level 5 are shown forAreaE and
AreaN in Figure 3.1. A higher value off (i) indicates
greater importance for the feature characteristic.

Figure 3.1:AreaE (white) andAreaN (black) for the detail
coefficient medians at level 5.

(a) An example of a good candidate feature for feature
selection.

(b) An example of a bad candidate feature for feature
selection.
Figure 3.2: Examples of good and bad candidate features
for feature selection.
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Table 3. Description of the deleted features
Detail coefficient No. in Table 2 Deleted Approximation coefficient No. in Table 2 Deleted

1 1
2 2

Detail coef. at level 2 3 Approximation coef. at level 2 3
√

4 4
5

√
5

1 1
2 2

Detail coef. at level 3 3 Approximation coef. at level 3 3
√

4 4
5

√
5

1 1
2 2

Detail coef. at level 4 3 Approximation coef. at level 4 3
√

4 4
5

√
5

1 1
2 2

Detail coef. at level 5 3 Approximation coef. at level 5 3
4 4
5

√
5

√

Figure 3.2 shows examples of good and bad candidate
features selected from the 40 initial features. The features
shown in Figure 3.2 possess two BSWFMs, obtained by
the training process in the NEWFM program. The two
BSWFMs show the difference between the epileptic
seizure signal and the normal signal for each input
feature. Therefore, the features shown in Figure 3.2 (b)
are in a state where the two BSWFMs almost overlap
each other, unlike the features in Figure 3.2 (a) that
indicates that these features can be considered ambiguous
features that are not easily divided into normal signals
and epileptic seizure signals. The value obtained using
formula f (i) in Eq. (3.1) of the features shown in Figure
3.2 (a) is greater than that obtained using formulaf (i) in
Eq. (3.1) of the feature shown in Figure 3.2 (b).

Figure 3.3: Numbers of accumulated features with the
smallest non-overlap area for feature selection.

Experiments were conducted with the training and
test sets using the 40 initial features shown in Table 1 as

inputs of the NEWFM to obtain the highest performance
in classifying normal signals and epileptic seizure signals.
The training processes and testing processes were iterated
1000 times and the formulaf (i) values for individual
features were obtained. Features with minimum formula
f (i) values were accumulated. Figure 3.3 shows a state
where the minimum formula f (i) values were
accumulated for all features during 1000 iterations of the
experiment. The 15th feature was judged to be the worst
one, and hence, the 15th feature was deleted before the
next experiment started.

Table 3 shows the features deleted from the 40 initial
features. As shown in Table 3, the final 32 features
selected consisted of 16 detail coefficients and 16
approximation coefficients. Thus, there were good
features among the approximation coefficients included in
the wavelet coefficients. This result represents a big
difference from other studies, which mainly use detail
coefficients [2,4] [7].

4 Experimental Results

Normal signals and epileptic seizure signals were
classified with the EEG experimental data used by Subasi
[4]. Figure 3.2 (a) and (b) show the bounded sum of the
weighted fuzzy membership functions (BSWFM) for 2
feature inputs from the 40 feature inputs. The differences
between normal signals and epileptic seizure signals
among the 40 feature inputs are evident, and related
characteristics can be analyzed.

To assess the performance of the NEWFM, the
NEWFM was compared with the mixture-of-experts
model (ME) [4], which was Subasi’s classification model.
The classification performance results are shown in Table
4 and Table 5. TP (True Positive) refers to cases where
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epileptic seizure signals were classified as epileptic
seizure signals and TN (True Negative) refers to cases
where normal signals were classified as normal signals.
FP (False Positive) refers to cases where epileptic seizure
signals were classified as normal signals and FN (False
Negative) refers to cases where normal signals were
classified as epileptic seizure signals. The sensitivity,
specificity, and accuracy obtained, as given in Table 5,
were determined using the following equations (2), (3),
and (4).

Sensitivity =
T P

T P+FN
×100 (2)

Speci f icity =
T N

T N +FP
×100 (3)

Accuracy =
T P+T N

T P+FN +T N +FP
×100 (4)

Table 4. Confusion matrix of classification results

Epileptic seizure signals TP FN
299 1

Normal signals FP TN
0 300

Table 5. Comparisons of performance results in EEG
signal classification for the mixture-of-experts method [4]

and NEWFM

Accuracy Specificity Sensitivity
Mixture of
expert

94.5% 94% 95%

NEWFM 99.83% 100% 99.67%

5 Conclusion

Normal signals and epileptic seizure signals were
classified from EEG signals using statistical methods,
including frequency distributions and the amounts of
variability in frequency distributions, which helped to
extract 40 features from wavelet coefficients. We selected
32 minimum features from the 40 extracted features that
had the highest accuracy using the non-overlap area
distribution measurement method provided by the
NEWFM. These 32 minimum features consisted of 16
features extracted from detail coefficients and 16 features
extracted from approximation coefficients. These
experimental results indicate that some good features
were found among the features extracted from
approximation coefficients. This represents a major
difference from other studies, which mainly use features
extracted from detail coefficients. Based on this improved
performance, a real-time system for classifying normal
signals and epileptic seizure signals can be implemented
by measuring EEG signals in real-time using the

proposed method. The NEWFM obtained the bounded
sum of weighted fuzzy membership functions (BSWFM)
for the 32 minimum features and identified the fuzzy
membership functions for the 32 features. These fuzzy
membership functions were used to classify normal
signals and epileptic seizure signals from EEG signals.
Using the 32 minimum features as inputs of the NEWFM
provided better sensitivity, specificity, and accuracy
(99.67%, 100%, and 99.83%, respectively) compared
with Subasi’s results.
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