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Abstract: In this paper, we study a class of univariate skewed distributions, obtained by converting the symmetric inverted weibull distribution into a skew one. We discuss basic properties of skewed double inverted weibull distribution SDIW, the probability density function, cumulative distribution function, the moments, maximum entropy are derived. Maximum likelihood estimators and Fisher information matrix for the SDIW are provided. We have used two real failure time datasets and compared our work with the results reported from [15], the exponentiated exponential model was the best fitted model in the first dataset, and the SDIW is the better fit in the second datasets.
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1. Introduction

Over the past years many researchers have been worked on searching alternative distributions that have accurately described and model data from wide range of application. In real life, for a particular dataset the construction of the symmetric families distribution may not exactly the appropriate distributions to model the data. Given this situation an increased interest to construction skewed distribution which is analytically tractable. A skewed distribution extends the symmetric distributions through adding a new shape parameter that controls the weight of the distribution tail or controls the skewness. Much work has been done with parametric skewed families distributions. "Normality is a myth; there never was; and never will be; a normal distribution” . . . [12].

[6] introduced the univariate skew-normal (SN) distribution, this class of distribution includes the normal distribution as a special case. The skew normal is:

\[ h(x/\beta) = 2\phi(x)\Phi(\beta x); \quad x \in \mathbb{R} \tag{1} \]

here \( \phi(x) \) and \( \Phi(x) \) denoted the density and the distribution function respectively. The parameter \( \beta \in \mathbb{R} \) controls the skewness in the real line. [8] formalized the skew multivariate normal distribution as an extension of the skew univariate normal distribution. [7] examined further properties of skew multivariate normal distribution. [16] introduced the stochastic representation of the univariate skew normal distribution \( SN(\lambda) \) in terms of normal and truncated normal laws. [11] introduced a new method to convert any symmetric distribution into skewed.

\[ h(x/\kappa) = \frac{2\kappa}{1 + \kappa^2} f(x/\kappa) I\{x < 0\} + f(x/\kappa) I\{x > 0\} \tag{2} \]

where \( \kappa > 0 \) is the skewness parameter.

[26] constructed the skewed generalized T (GT) distribution, with skewness parameter \(-1 < \epsilon < 1\), depends on the following way:

\[ h(x/\epsilon) = f_1\left(\frac{x}{1 - \epsilon}\right) I\{x < 0\} + f_2\left(\frac{x}{1 + \epsilon}\right) I\{x \geq 0\} \tag{3} \]

[3] introduced the skew-generalized normal distribution which is a closed related to the skew-normal distribution \( SN(\lambda) \) introduced by [6]. [4] considered a general class of skewed univariate distributions depending on the skewness parameter. [24] extended a family of skewed distribution generated using a symmetric density which depends on two parameters \( \lambda \) and \( \beta \). [5] presented the skewed exponential power distribution depending on [11]. [19] considered new class of skew-normal distribution which is the...
logarithmic skew-normal distribution \((LSN)\) depending on the formula of \([6]\) with \((lnz)\). \([9]\) introduced a generalization of the univariate skew Balakrishnan normal distribution with two parameter. \([13]\) discussed the epsilon skew student \(t\) distribution. Special case of this distribution is the Epsilon-skew Cauchy, Epsilon skew-normal distribution. \([1]\) defined some skewed-symmetric distributions with properties, skew double gamma distribution, skew double weibull distribution, skew double beta-prime distribution depending on \([6]\). \([2]\) defined some skew double inverted distributions depending on \([6]\), skew double inverted gamma, skew double inverted weibull, skew double inverted pareto. \([21]\) investigated the goodness of fit of the univariate skew-normal distribution depending on \([6]\). \([14]\) presented the table of univariate skew-normal distribution with different values of skewness parameter \(\beta\). \([25]\) introduced a generalize to \(SN(\lambda)\) in another way. \([20]\) proposed a flexible class of skew-symmetric distribution which is combined of symmetric density and a skewed density function. \([22]\) proposed two methods to estimate the parameter of the skewed-normal distribution and skew exponential power distribution in small samples. The basic idea is to construct a distribution by joining at \(x = \mu\) two half double inverted weibull with different shapes parameters \((1 - \epsilon)\) for the negative orthant and \((1 + \epsilon)\) for the positive orthant. The same principle applies to construction the distribution given in \([26]\) and \([11]\). The contents of this paper are organized as follows: Section 2 discusses the basic steps to construct the skewed parent distribution from non-symmetric parent, especially the case of inverted weibull distribution. Section 3 focuses on the skewness, kurtosis, entropy, and median. Maximum likelihood estimation for the \(SDIW\) model and Fisher information matrix are presented in Section 4.

2. Double inverted weibull distribution

In this section, we describe the basic steps to extend the inverted weibull distribution on the negative part of \(x\)-axis to construct the double inverted weibull distribution.

Step 1. Let \(X\) have the density \(h(x)I\{X \geq 0\}\), since \(h(x)\) integrate to one on \((0, \infty)\), we can redefine \(X\) on the domain \((-\infty, \infty)\) with density,

\[
f(x) = \begin{cases} 
\frac{1}{2} h(|x|) & \end{cases}
\]

which integrates to one on \((-\infty, \infty)\), therefore \(f(x)\) is a symmetric density function.

Step 2. The inverted weibull distribution function is defined as follows:

\[
f(x) = \frac{\beta}{\alpha} \left(\frac{1}{x}\right)^{(\beta+1)} e^{-\frac{1}{\alpha} \left(\frac{1}{x}\right)^\beta} \]

where \(\beta, \alpha, x > 0\) and the distribution function is:

\[
F(x) = e^{-\frac{1}{\alpha} \left(\frac{1}{x}\right)^\beta}; \quad x > 0
\]

Step 3. The symmetrization procedure in step 1 leads to a double inverted weibull distribution with density function:

\[
f(x) = \frac{\beta}{2\alpha} (|x|)^{-(\beta+1)} e^{-\frac{1}{\alpha} (|x|)^\beta}
\]

where \(\beta, \alpha > 0\), \(-\infty < x < \infty\). The distribution function is:

\[
F(x) = \begin{cases} 
1 - \frac{1}{2} \left[1 - e^{-\frac{1}{\alpha} (\frac{1}{x})^\beta}\right]; & x \geq 0 \\
\frac{1}{2} \left[1 - e^{-\frac{1}{\alpha} (\frac{1}{x})^\beta}\right]; & x < 0
\end{cases}
\]

3. Skewed double inverted weibull distribution

In this section, we discuss Skewed double inverted weibull \((SDIW)\) distribution and study their properties, from tracing the approach of \([26]\) and \([11]\) for describing the \((SDIW)\) distribution, we can obtain the \((SDIW)\) probability density function:

\[
f(x; \mu, \alpha, \beta, \epsilon) = \begin{cases} 
\frac{\beta}{2\alpha} \left(\frac{x-\mu}{\alpha + \epsilon}\right)^{-(\beta+1)} e^{-\frac{1}{\alpha} \left(\frac{x-\mu}{\alpha + \epsilon}\right)^\beta}; & x \geq \mu \\
\frac{\beta}{2\alpha} \left(\frac{\mu-x}{\alpha + \epsilon}\right)^{-(\beta+1)} e^{-\frac{1}{\alpha} \left(\frac{\mu-x}{\alpha + \epsilon}\right)^\beta}; & x < \mu
\end{cases}
\]

where \(\alpha, \beta > 0\) and \(-1 < \epsilon < 1\).

We denote the distribution of \(X\) by \(SDIW_\beta(\alpha, \beta, \epsilon, \mu)\): \(X \sim SDIW_\beta(\alpha, \beta, \epsilon, \mu)\)

The parameters \(\alpha\) and \(\beta\) correspond to scale, shape respectively, \(\epsilon\) the skewness parameter and \(\mu\) is the location parameter. Figure 1 gives a selection of the shapes of the probability distribution functions. The corresponding CDF
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3.1. Special Cases

3.1.1. Case $f > 1$

Here the density function (8) simplifies to:

$$f(x; \mu, \alpha, \beta, \epsilon) = \begin{cases} \frac{1}{\alpha} (\frac{\mu - x}{\alpha - \epsilon})^{-1/\beta} (\frac{\mu - x}{\alpha - \epsilon})^{-3/\beta} &; x \geq \mu \\ \frac{1}{\alpha} (\frac{\mu - x}{\alpha - \epsilon})^{-3/\beta} (\frac{\mu - x}{\alpha - \epsilon})^{-1/\beta} &; x < \mu \end{cases} \quad (9)$$

Which is the skewed symmetric double inverted exponential distribution.

3.1.2. Case $f = 2$

$$f(x; \mu, \alpha, \beta, \epsilon) = \begin{cases} \frac{1}{\alpha} (\frac{\mu - x}{\alpha - \epsilon})^{-3/\beta} (\frac{\mu - x}{\alpha - \epsilon})^{-2} &; x \geq \mu \\ \frac{1}{\alpha} (\frac{\mu - x}{\alpha - \epsilon})^{-2} (\frac{\mu - x}{\alpha - \epsilon})^{-3/\beta} &; x < \mu \end{cases} \quad (10)$$

This is the skewed symmetric double inverted Rayleigh distribution.

3.2. Moments and related parameters

In this subsection, we derive formulas for moments and related parameters of skewed double inverted weibull distribution. For the continuous random variable $X \sim SDIW(\beta, \alpha, \epsilon, \mu)$ the $n$th moment is defined as:

$$E(X - \mu)^n = \frac{\Gamma(1 - \frac{n}{\beta})}{\alpha^n \beta^n} [(-1)^n (1 - \epsilon)^{n+1} + (1 + \epsilon)^{n+1}] \quad (11)$$

where $n$ is an integer $n \geq 1$.

The mean of $X \sim SDIW(\beta, \alpha, \epsilon, \mu)$ is defined as:

$$E(X) = \mu + 2 \epsilon \alpha^{-\frac{\beta}{2}} \Gamma(1 - \frac{1}{\beta}) \quad (12)$$

where $\beta > 1$. Its variance is:

$$\text{var}(x) = \alpha^{-\frac{\beta}{2}} [\Gamma(1 - \frac{2}{\beta})(1 + 3 \epsilon^2) - 4 \epsilon^2 \Gamma^2(1 - \frac{1}{\beta})] \quad (13)$$

where $\beta > 2$. It is easy to find the median:

$$\text{median} = \begin{cases} (1 + \epsilon) [\text{log}(1 + \frac{1}{\beta})]^{\frac{1}{\beta}} ; & \epsilon < 0 \\ (1 - \epsilon) [\text{log}(1 - \frac{1}{\beta})]^{\frac{1}{\beta}} ; & \epsilon \geq 0 \end{cases} \quad (14)$$

The skewness, kurtosis, and Entropy respectively as follows:

$$\text{skewness}(X) = \frac{8 \epsilon (1 + \epsilon^2) \Gamma(1 - \frac{3}{\beta})}{[\Gamma(1 - \frac{3}{\beta})(1 + 3 \epsilon^2) - 4 \epsilon^2 \Gamma^2(1 - \frac{1}{\beta})]^2}$$

$$\text{kurtosis}(x) = \frac{6 \epsilon \Gamma(1 - \frac{1}{\beta}) \Gamma(1 - \frac{2}{\beta})(1 + 3 \epsilon^2)}{[\Gamma(1 - \frac{3}{\beta})(1 + 3 \epsilon^2) - 4 \epsilon^2 \Gamma^2(1 - \frac{1}{\beta})]^2} - \frac{16 \epsilon^2 \Gamma^2(1 - \frac{1}{\beta})}{[\Gamma(1 - \frac{3}{\beta})(1 + 3 \epsilon^2) - 4 \epsilon^2 \Gamma^2(1 - \frac{1}{\beta})]^2}$$

where $\beta > 3$.

$$\text{Entropy} = -\frac{6 \epsilon \Gamma(1 - \frac{1}{\beta}) \Gamma(1 - \frac{2}{\beta})(1 + 3 \epsilon^2)}{[\Gamma(1 - \frac{3}{\beta})(1 + 3 \epsilon^2) - 4 \epsilon^2 \Gamma^2(1 - \frac{1}{\beta})]^2} - \frac{24 \epsilon^4 \Gamma^4(1 - \frac{1}{\beta})}{[\Gamma(1 - \frac{3}{\beta})(1 + 3 \epsilon^2) - 4 \epsilon^2 \Gamma^2(1 - \frac{1}{\beta})]^2}$$

where $\beta > 4$.

$$H(X) = -\log(\frac{\beta}{\gamma}) + \frac{\gamma}{\beta} - \frac{\log(\gamma)}{\beta} + 1 \quad (15)$$

where $\gamma = 0.5772$ is the Euler’s constant and $\int_0^\infty \log x e^{-x^2} dx = -\gamma$.

4. Maximum Likelihood Estimation

In this section, we consider ML estimation for the $SDIW$ model, [23] methodology for ML estimation consider. Let $x(1) \leq x(2) \leq \ldots \leq x(n)$ be the order statistics of a sample from the $SDIW(\beta, \alpha, \epsilon, \mu)$ population, use $x(0) = 0$ and $x(n+1) = \infty$ . Let $k = (x(1), \ldots, x(n), \mu)$ be an auxiliary integer such that $x(k) \leq \mu \leq x(k+1)$, and $0 \leq k \leq n$. In terms of the integer $k$ the loglikelihood $l_k(\beta, \alpha, \epsilon, \mu)$ can be expressed as:

$$l_k(\beta, \alpha, \epsilon, \mu) = \begin{cases} n \log \beta - n \log 2 - n \log \alpha - (\beta + 1) \sum_{i=1}^n \log(\frac{x_i - \mu}{\alpha}) - \frac{1}{\beta} \sum_{i=1}^n (\frac{x_i - \mu}{\alpha})^{-\beta}, & \text{if } k = 0 \\ n \log \beta - n \log 2 - n \log \alpha - (\beta + 1) \sum_{i=1}^n \log(\frac{x_i - \mu}{\alpha}) - \frac{1}{\beta} \sum_{i=k+1}^n (\frac{x_i - \mu}{\alpha})^{-\beta}, & \text{if } k = n \end{cases} \quad (16)$$

$$l_k(\beta, \alpha, \epsilon, \mu) = \begin{cases} n \log (\frac{\beta}{\gamma}) - (\beta + 1) \sum_{i=1}^n \log(\frac{x_i - \mu}{\alpha}) - \frac{1}{\beta} \sum_{i=k+1}^n (\frac{x_i - \mu}{\alpha})^{-\beta}, & \text{if } 1 \leq k \leq n \end{cases} \quad (17)$$
Lemma 1. If \( k = 1 \) or \( k = 0 \) the maximum likelihood estimates \((\hat{\epsilon}, \hat{\mu}, \hat{\alpha}, \hat{\beta})\) is given by:

\[
(\hat{\epsilon}, \hat{\mu}, \hat{\alpha}, \hat{\beta}) = \begin{cases} 
(1, x(1), \alpha_1, \beta_1); & k = 0 \\
(1, x(n), \alpha_2, \beta_2); & k = n
\end{cases}
\]

where

\[
\alpha_1 = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{x_i - \mu}{2} \right)^{-\beta}
\]

and

\[
\alpha_1 = \frac{1}{n} \sum_{i=k+1}^{n} \left( \frac{x_i - \mu}{1 + \epsilon} \right)^{-\beta}
\]

\(\hat{\beta}_1\) and \(\hat{\beta}_2\) can be accomplished by the use of standard iterative procedure (i.e., Newton-Raphson method).

When \( 1 \leq k \leq n \), the MLE estimates are found by solving the following loglikelihood function

\[
\frac{\partial l_k(\lambda)}{\partial \lambda_i} = 0, \quad i = 1, 2, 3, 4
\]

where \( \lambda = (\lambda_1, ..., \lambda_4) = (\epsilon, \mu, \alpha, \beta) \)

In terms of \( \alpha \) we can easily solve the likelihood equation \( \frac{\partial}{\partial \alpha} l_k(\beta, \alpha, \epsilon, \mu) = 0 \) to find:

\[
\hat{\alpha} = \frac{1}{n} \left[ \sum_{i=k+1}^{n} \left( \frac{x_i - \mu}{1 + \epsilon} \right)^{-\beta} + \sum_{i=1}^{k} \left( \frac{\mu - x_i}{1 - \epsilon} \right)^{-\beta} \right]
\]

Additionally, numerically methods must be applied to solve the likelihood equations:

\[
\frac{\partial}{\partial \beta} l_k(\beta, \alpha, \epsilon, \mu) = 0,
\frac{\partial}{\partial \epsilon} l_k(\beta, \alpha, \epsilon, \mu) = 0,
\frac{\partial}{\partial \mu} l_k(\beta, \alpha, \epsilon, \mu) = 0.
\]

\(\hat{\mu}_k\) will be either \(X_k\) or \(X_{k+1}\) if \( \frac{\partial}{\partial \mu} l_k(\beta, \alpha, \epsilon, \mu) = 0 \) has a solution in the interval \((X_k, X_{k+1})\).

Applying Proposition 5 proposed in [4], the ML estimates of \( \lambda \) becomes \((\hat{\mu}_k, \hat{\epsilon}_k, \hat{\beta}_k)\), where \( k \) is such that \( l_k(\hat{\mu}_k, \hat{\epsilon}_k, \hat{\beta}_k) \geq l_i(\mu_k, \epsilon_k, \beta_k), \forall i \in 0, ..., n \). The Fisher information matrix is given by the elements:

\[
-E[\frac{\partial^2 \log f}{\partial \mu^2}] = 2 \epsilon^2 \alpha^2 \hat{\beta} (1 + \beta) \Gamma(2 + \frac{3}{\beta}) \frac{(1 + \beta) \alpha^2 \Gamma(2 + \frac{2}{\beta})}{(1 + \epsilon^2)(1 - \epsilon^2)}
\]

\[
-E[\frac{\partial^2 \log f}{\partial \epsilon^2}] = 1 + \beta - \frac{2 \beta^2 \epsilon}{(1 + \epsilon^2)(1 - \epsilon^2)}
\]

\[
-E[\frac{\partial^2 \log f}{\partial \beta^2}] = \frac{\ln^2 \alpha}{\beta^2}
\]

\[
-E[\frac{\partial^2 \log f}{\partial \alpha^2}] = \frac{1}{\alpha^2}
\]

5. An Application

In this section, we illustrate the application of the Skewed Inverted Weibull distribution described in the previous sections using two uncensored datasets:

First dataset: The first dataset, available from [17], consists of the number of million revolutions before failure for each of 23 endurance of deep-groove ball bearings.

Second dataset: The second data set is set available from [18]. They are the time intervals (hours) between failures of the air conditioning system of an airplane.

| Table 1 The MLEs and the corresponding LL |
|---|---|---|
| The model | MLEs \( LL \) |
| Gamma(\( \lambda, \alpha \)) | \( \lambda=0.0556, \alpha=0.0196 \) | -113.0274 |
| Weibull(\( \lambda, \alpha \)) | \( \lambda=0.0122, \alpha=2.10502 \) | -113.6887 |
| EE(\( \lambda, \alpha \)) | \( \lambda=0.0314, \alpha=5.2589 \) | -112.9763 |
| SDIW(\( \beta, \alpha, \mu, \epsilon \)) | \( \beta=1.864, \alpha=0.5576, \mu=68, \epsilon=0.4494 \) | -124403.610 |

- Second dataset: The second data set is set available from [18]. They are the time intervals (hours) between failures of the air conditioning system of an airplane.

The MLEs of the unknown parameters and the corresponding Log-likelihood (LL) for the SDIW model have
Table 2 The MLEs and the corresponding LL

<table>
<thead>
<tr>
<th>The model</th>
<th>MLEs</th>
<th>LL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma(λ, κ)</td>
<td>λ=0.0135, κ=0.8134</td>
<td>-152.2312</td>
</tr>
<tr>
<td>Weibull(λ, κ)</td>
<td>λ=0.0183, κ=0.8554</td>
<td>-152.007</td>
</tr>
<tr>
<td>EE(λ, κ)</td>
<td>λ=0.0145, κ=0.08130</td>
<td>-152.264</td>
</tr>
<tr>
<td>SDIW(α, β</td>
<td>β=1.248, α=72.067,</td>
<td>-80.9411</td>
</tr>
<tr>
<td>μ, ε)</td>
<td>μ=22, ε=0.5902</td>
<td></td>
</tr>
</tbody>
</table>

been obtained and compared with the results that reported from [15] as given in Table 2.

Our comparison is based on the negative log-likelihood (LL), for the first dataset we observed from the (LL) that SDIW model does not fitted the data well, nevertheless the SDIW model fits the best in the second dataset in terms of the negative Log-likelihood values. So, it is not guaranteed the SDIW model will fitted always better than Gamma, Weibull, and exponentialized exponential (EE), but at least we can say in certain dataset SDIW might work better than Gamma, weibull, or (EE). These four models; SDIW, Gamma, Weibull, and (EE) are not nested. However, the Log-likelihood values also can be compared by using Akaike's information criteria (AIC). We observed that the difference, 2 (124403-112.976) is so large, it follows that the SDIW model provides a significantly better fit.

6. Conclusions

In this paper, we considered the SDIW distribution. We derived the basic properties of this new family, PDF, CDF, Mean, variance, Median, skewness, Kurtosis, and entropy. Also, we provided the maximum likelihood estimators along with the Fisher information matrix. We presented two real life datasets: in the first dataset the (EE) model has a better fit model as compared to Gamma, Weibull, and SSIW. In the second dataset, we have observed that SSIW has a better fit model as compared to the Gamma, Weibull, and (EE) model. So, it can be concluded that the SSIW model is very sensitive to the type of data dealing with. Obviously, more work needed with SSIW family.
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