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Abstract: In the present paper, we investigate some subordination andsuperordination preserving properties of analytic functions
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1 Introduction and Definitions

Let H := H (U) be the linear space of all analytic
functions in theopen unit disk

U := {z : z ∈C and |z|< 1}.

Let

H [d,n] =
{

f ∈ H : f (z) = d+ dnzn + dn+1zn+1+ · · ·
}

(1)
(d ∈ C, n ∈ N= {1,2,3, · · ·}).

Let A the subclass of the functionsH [d,1] with usual
normalization given by f (0) = f ′(0)−1= 0. A function
f in A is said to beunivalent in U if f is one to one inU.

For two functionsf andg are inH , we say thatf is
subordinate to g in U, write as

f ≺ g in U or f (z) ≺ g(z) (z ∈ U),

if there exists a Schwarz functionw(z), which (by
definition) is analytic inU satisfying the condition of the
Schwarz lemma such that

f (z) = g(w(z)) (z ∈ U).

It is well known (see, for details [3,11,19]) that if the
functiong is univalent inU, then

f (z)≺ g(z) (z ∈U)⇐⇒ f (0) = g(0) and f (U)⊂ g(U).

We need the following definitions for our present
investigation:
Definition 1 (see [11]). Let ψ : C2 −→ C and leth be
univalent in U. If p is analytic in U and satisfies the
following differential subordination:

ψ(p(z),zp′(z))≺ h(z), (2)

thenp is called a solution of the differential subordination
(2). A univalent functionq is called a dominant of the
solutions of the differential subordination (2) or more
simply, a dominant ifp(z) ≺ q(z) for all p satisfying (2).
A dominant ˜q that satisfies ˜q(z)≺ q(z) for all dominantsq
of (2) is said to be the best dominant of (2).
Definition 2 (see [12]). Let φ : C2 −→ C and let h be
analytic inU. If p andφ(p(z),zp′(z)) are univalent inU
and satisfy the differential superordination:

h(z)≺ φ(p(z),zp′(z)), (3)

then p is called a solution of the differential
superordination (3). An analytic functionq is called a
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subordinant of the solutions of the differential
superordination (3) or more simply, a subordinant if
q(z) ≺ p(z) for all p satisfying (3). A univalent
subordinant ˜q that satisfies q(z) ≺ q̃(z) for all
subordinantsq of (3) is said to be the best subordinant of
(3).
Definition 3 (see [11], Definition 2.2b, p. 21). We denote
byQ the class of functionsf that are analytic and injective
onU\E( f ), where

E( f ) = {ξ : ξ ∈ ∂U and lim
z−→ξ

f (z) = ∞}

and are such thatf ′(ξ ) 6= 0 for ξ ∈ ∂U\E( f ).
Definition 4 (see [12]). A function L(z, t) defined on
U× [0,∞) is called a subordination (or a L ¨owner) chain if
L(., t) is analytic and univalent inU for all t ∈ [0,∞),
L(z, .) is continuously differentiable on[0,∞) for all z ∈ U

andL(z, t1)≺ L(z, t2) for all 0≤ t1 < t2 andz ∈U.
Let A denote the family ofnormalized functions of

the form:

f (z) = z+
∞

∑
k=1

dk+1zk+1 (4)

which are analytic inU. Let f ,g ∈ A , where f (z) is
defined by (4) andg(z) is given by

g(z) = z+
∞

∑
k=1

ek+1zk+1,

then the Hadamard product (or convolution) off and g
denoted byf ∗ g is defined as

( f ∗ g)(z) := z+
∞

∑
k=1

dk+1ek+1zk+1 =: (g ∗ f )(z).

Recently, Srivastava et al. [18] introduced and investigated
the following integral operator:

I
λ
µ (a,b,c) f (z) = z+

∞

∑
k=1

(λ +1)k(c)k

(µk+1)(a)k(b)k
dk+1zk+1 (5)

(a,b,c∈C\Z−
0 := {0,−1,−2, · · ·};λ >−1,µ ≥ 0;z∈U),

where (α)k is the Pochhammer symbol (or the shifted
factorial) defined (in terms of the familiar Gamma
function) by

(α)k =
Γ (α + k)

Γ (α)
=

{

1 (k = 0)
α(α +1)...(α + k−1) (k ∈ N).

(6)
In particular, we have

I
λ
0 (a,λ +1,a) f (z)= f (z) and I

1
0 (a,1,a) f (z)= z f ′(z).

Clearly, the integral operatorI λ
0 (a,b,c) is the Noor

integral operator [7]. It can be easily shown from (5) that

z
(

I
λ
µ (a,b,c) f (z)

)′
= (λ +1)I λ+1

µ (a,b,c) f (z)

−λI
λ
µ (a,b,c) f (z), (7)

and

z
(

I
λ
µ (a+1,b,c) f (z)

)′
= aI

λ
µ (a,b,c) f (z)

−(a−1)I λ
µ (a+1,b,c) f (z). (8)

Recently, Wang et al. [21] investigated various properties
and characteristics of the Srivastava-Khairnar-More
integral operatorI λ

µ (a,b,c) defined by the equation (5) (
for recent expository work on integral operator in analytic
function theory see [2,6,17,20]).

2 Preliminaries lemmas

To prove our main results, we need each of the following
lemmas.

Lemma 1 ([8], also see [11]). Suppose that the function
H : C2 −→ C satisfies the condition:

ℜ{H(is, t)} ≤ 0,

for all reals andt ≤ −n(1+s2)
2 , wheren is a positive integer.

If the functionp(z) = 1+ pnzn + pn+1zn+1+ · · · is analytic
in U and

ℜ
{

H(p(z),zp′(z))
}

> 0 (z ∈ U),

thenℜ{p(z)}> 0 inU.

Lemma 2 (see [10]). Let β ,γ ∈ C with β 6= 0, and let
h ∈ H (U) with h(0) = c. If ℜ{β h(z)+ γ} > 0 (z ∈ U),
then the solution of the differential equation:

q(z)+
zq′(z)

β q(z)+ γ
= h(z) (z ∈ U; q(0) = c),

is analytic inU and satisfiesℜ{β q(z)+ γ}> 0 (z ∈U).

Lemma 3 (see [11]). Let p ∈ Q with p(0) = d and let
q(z) = d + dnzn + dn+1zn+1 + · · · be analytic inU with
q(z) 6= d andn ≥ 1. If q is not subordinate top, then there
exists the pointsz0 = r0eiθ ∈ U andξ0 ∈ ∂U \ E( f ) for
whichq(Ur0)⊂ p(U),

q(z0) = p(ξ0), and z0q′(z0) = mξ0p′(ξ0) (m ≥ n ≥ 1),

whereUr0 = {z ∈ C : |z|< r0}.

Lemma 4 (see [15]). The functionL(z, t) : U× [0,∞)−→
C of the form

L(z, t) = d1(t)z+ d2(t)z
2+ · · ·

with d1(t) 6= 0 for all t ≥ 0 and limt−→∞ |d1(t)| = ∞ is a
subordination chain if and only if

ℜ
[

z∂L(z, t)/∂ z
∂L(z, t)/∂ t

]

> 0 (z ∈ U;0≤ t < ∞).

Lemma 5 (see [12]). Let H [d,1] = { f ∈ H : f (0) = d,
f ′(0) 6= 0} and q ∈ H [d,1], ψ : C2 −→ C. Also set
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ψ(q(z),zq′(z)) ≡ h(z). If L(z, t) = ψ(q(z), tzq′(z)) is a
subordination chain andp ∈ H [d,1]∩Q, then

h(z)≺ ψ(p(z),zp′(z)) (z ∈ U)

implies that
q(z)≺ p(z) (z ∈U).

Furthermore, if the differential equation
ψ(q(z),zq′(z)) = h(z) has a univalent solutionq ∈ Q,
thenq is the best subordinant.

Using the principle of subordination between analytic
functions, Miller et al. [9] investigated some
subordination theorems involving certain integral
operators for analytic (multivalent) functions inU (see,
also [1,4,13]). Very recently, Prajapat [14] and Kwon and
Cho [5] investigated subordination and superordination
preserving properties for multivalent functions associated
with the generalized multiplier transformation operator
and differintegral operator respectively.

Motivated by aforementioned work, in this paper the
authors obtain the subordination and
superordination-preserving properties of the
Srivastava-Khairnar-More integral operatorI λ

µ (a,b,c)
defined by (5). Several sandwich-type results involving
this operator are also derived.

3 Main results

Unless otherwise mentioned, we assume throughout the
sequel that

a,b,c ∈C\Z−
0 ,λ >−1 and µ ≥ 0.

Theorem 1 contains subordination results for the integral
operator Iλµ(a,b,c) defined by (5).
Theorem 1.Let f ,g ∈ A and Suppose that

ℜ
{

1+
zφ ′′(z)
φ ′(z)

}

>−β (z ∈ U) (9)

where

φ(z) :=

[

I λ
µ (a,b,c)g(z)

I λ
µ (a+1,b,c)g(z)

][

I λ
µ (a+1,b,c)g(z)

z

]α

(10)
andβ is given by

β =
1+α2|a|2−|1−α2a2|

4αℜ(a)
(α > 0, ℜ(a)> 0). (11)

Then the subordination condition:
[

I λ
µ (a,b,c) f (z)

I λ
µ (a+1,b,c) f (z)

][

I λ
µ (a+1,b,c) f (z)

z

]α

≺

[

I λ
µ (a,b,c)g(z)

I λ
µ (a+1,b,c)g(z)

][

I λ
µ (a+1,b,c)g(z)

z

]α

(12)

implies that

[

I λ
µ (a+1,b,c) f (z)

z

]α

≺

[

I λ
µ (a+1,b,c)g(z)

z

]α

,

(13)
whereI λ

µ (a,b,c) is the integral operator defined by (5).

Moreover, the function

[

I
λ
µ (a+1,b,c)g(z)

z

]α
is the best

dominant.

Proof. Let us define the functionsF(z) andG(z) in U by

F(z) :=

[

I λ
µ (a+1,b,c) f (z)

z

]α

and G(z) :=

[

I λ
µ (a+1,b,c)g(z)

z

]α

(z ∈U) (14)

respectively. Without loss of generality, we can assume
that G is analytic and univalent onU and that
G′(ξ ) 6= 0 (|ξ | = 1). Otherwise, we replace the
functionsF(z) andG(z) by F(ρz) andG(ρz) respectively
for 0 < ρ < 1. These new functions have the desired
properties onU, we can use them in the proof of our
result. Therefore, our result would follow by letting
ρ −→ 1.
Now, we show that, if the functionq(z) is defined by

q(z) := 1+
zG′′(z)
G′(z)

(z ∈U), (15)

then
ℜ{q(z)}> 0 (z ∈ U). (16)

Taking logarithmic differentiation on both sides of the
second equation in (14) and using the identity (8) for
g ∈ A in the resulting equation, we get

φ(z) = G(z)+
zG′(z)

αa
(17)

where the functionφ(z) is defined in (10).
Differentiating both sides of (17) with respect toz gives

φ ′(z) =

(

1+
1

αa

)

G′(z)+
zG′′(z)

αa
. (18)

From (15) and (18) after simplification yields

1+
zφ ′′(z)
φ ′(z)

=1+
zG′′(z)
G′(z)

+
zq′(z)

q(z)+αa

=q(z)+
zq′(z)

q(z)+αa
≡ h(z) (z ∈ U). (19)

Therefore, it follows from (9) and (19) that

ℜ{h(z)+αa}> 0 (z ∈ U). (20)
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Hence by Lemma 2 we deduce that the differential
equation (19) has a solution q ∈ H (U) with
h(0) = q(0) = 1.
Let us define the function

H (u,v) = u+
v

u+αa
+β , (21)

whereβ is given by (11). From (9), (19) and (21), we have

ℜ{H
(

q(z),zq′(z)
)

}> 0 (z ∈U).

Now for all reals andt ≤− (1+s2)
2 we want to verify that

ℜ{H (is, t)} ≤ 0. (22)

From (21), we have

ℜ{H (is, t)}=ℜ
{

is+
t

is+αa
+β

}

=
tαℜ(a)
|αa+ is|2

+β

≤−
Hβ (s)

2|αa+ is|2
(23)

where

Hβ (s) = (αℜ(a)−2β )s2−4αβ ℑ(a)s

−2α2β |a|2+αℜ(a). (24)

For β given by (11), we observe that the coefficient ofs2

in the quadratic expressionHβ (s) given by (24) is positive
or equal to zero. To check this, putαa = r, so that

αℜ(a) = r1 and αℑ(a) = r2.

Thus we have to verify that

r1−2β ≥ 0,

or

r1 ≥ 2β =
1+ |r|2−|1− r2|

2r1
.

This inequality will hold true if

2r2
1+ |1− r2| ≥ 1+ |r|2 = 1+ r2

1+ r2
2,

that is, if
|1− r2| ≥ 1−ℜ(r2),

which is obviously true. Moreover, the quadratic
expression fors in Hβ (s) given by (24) is a perfect square
for the assumed value ofβ given by (11). Therefore, it
follows from (23) that

ℜ{H (is, t)} ≤ 0,

for all reals andt ≤− 1+s2

2 . Thus by application of Lemma
1, we conclude that

ℜ{q(z)}> 0 (z ∈U),

that is, the functionG(z) defined by (14) is convex
(univalent) inU.
Next, we prove that the subordination condition (12)
implies that

F(z)≺ G(z) (z ∈ U) (25)

for the functionsF andG defined by (14).
To prove (25), let us define the functionL(z, t) by

L(z, t) := G(z)+
1+ t
αa

zG′(z) (z ∈U; 0≤ t < ∞). (26)

We note that

∂L(z, t)
∂ z

∣

∣

z=0=G′(0)

[

1+
1+ t
αa

]

6= 0 (z∈U; 0≤ t <∞).

This shows that the function

L(z, t) = d1(t)z+ · · ·

satisfies the conditionsd1(t) 6= 0 for all t ∈ [0,∞).
Furthermore,

ℜ

{

z∂L(z,t)
∂ z

∂L(z,t)
∂ t

}

= ℜ(αa+(1+ t)q(z))> 0 (z ∈ U),

sinceG is convex andℜ(a)> 0. Thus, by virtue of Lemma
4, L(z, t) is a subordination chain. Hence, it follows from
Definition 4 that

φ(z) = G(z)+
zG′(z)

αa
= L(z,0)

and
L(z,0)≺ L(z, t) (z ∈U; 0≤ t < ∞).

This implies that

L(ξ , t) /∈ L(U,0) = φ(U) (ξ ∈ ∂U;0≤ t < ∞). (27)

Now suppose that the functionF is not subordinate toG,
then by Lemma 3 there exists two pointsz0 ∈ U andξ0 ∈
∂U such that

F(z0) = G(ξ0) and z0F ′(z0) = (1+ t)ξ0G′(ξ0) (28)

(0≤ t < ∞).

Hence, we have

L(ξ0, t) = G(ξ0)+ (1+ t) ξ0G′(ξ0)
αa

= F(z0)+
z0F ′(z0)

αa

=

[

I
λ
µ (a+1,b,c) f (z0)

z0

]α

[

I λ
µ (a,b,c) f (z0)

I λ (a+1,b,c) f (z0)

]

∈ φ(U),

by virtue of the subordination condition (12). This
contradicts (27). Thus, the subordination condition (12)
must imply the subordination given by (25). Considering
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F = G, we see that the functionG(z) is the best dominant.
Thus, the prove of Theorem 1 is completed.�

Next theorem gives subordination result with respect
to the variation of parameterλ .
By employing the same technique as in the proof of
Theorem 1 and using the identity (7) instead of (8), we
obtain the following result in form of the theorem.

Theorem 2.Let f ,g ∈ A and suppose that

ℜ
{

1+
zψ ′′(z)
ψ ′(z)

}

>−γ (z ∈ U) (29)

where

ψ(z) =

[

I λ+1
µ (a,b,c)g(z)

I λ
µ (a,b,c)g(z)

][

I λ
µ (a,b,c)g(z)

z

]α

(30)

andγ is given by

γ =
1+α2(1+λ )2−|1−α2(1+λ )2|

4α(1+λ )
(31)

(α > 0, λ >−1).

Then the subordination condition:
[

I λ+1
µ (a,b,c) f (z)

I λ
µ (a,b,c) f (z)

][

I λ
µ (a,b,c) f (z)

z

]α

≺

[

I λ+1
µ (a,b,c)g(z)

I λ
µ (a,b,c)g(z)

][

I λ
µ (a,b,c)g(z)

z

]α

, (32)

implies that

[

I λ
µ (a,b,c) f (z)

z

]α

≺

[

I λ
µ (a,b,c)g(z)

z

]α

, (33)

whereI λ
µ (a,b,c) is the integral operator defined by (5).

Moreover, the function

[

I
λ
µ (a,b,c)g(z)

z

]α
is the best

dominant.
Takingλ = µ = 0, a = 1 andb = c in Theorem 2 , we

get a result of Shenan (see [16], Corollary 2) for p = 1 as
follows:

Corollary 1. Let f , g ∈ A and suppose that

ℜ
{

1+
zψ ′′(z)
ψ ′(z)

}

>−γ (z ∈U),

where

ψ(z) =

[

zg′(z)
g(z)

][

g(z)
z

]α
(α > 0;z ∈U) (34)

andγ is given by

γ =
1+α2−|1−α2|

4α
. (35)

Then the subordination condition:
[

z f ′(z)
f (z)

][

f (z)
z

]α
≺

[

zg′(z)
g(z)

][

g(z)
z

]α
,

implies that
[

f (z)
z

]α
≺

[

g(z)
z

]α
,

and the function
[

g(z)
z

]α
is the best dominant.

Next theorem provides a solution to a dual problem of
Theorem 1 in the sense that the subordinations are replaced
by superordinations.

Theorem 3.Let f ,g ∈ A andℜ(a)> 0. Suppose that

ℜ
{

1+
zφ ′′(z)
φ ′(z)

}

>−β

whereφ(z) andβ are given by (10) and (11) respectively.

If the function

[

I
λ
µ (a,b,c)g(z)

I λ
µ (a+1,b,c)g(z)

][

I
λ
µ (a+1,b,c)g(z)

z

]α
is

univalent in U and

[

I
λ
µ (a+1,b,c)g(z)

z

]α
∈ Q, then the

superordination condition:
[

I
λ
µ (a,b,c)g(z)

I λ
µ (a+1,b,c)g(z)

][

I
λ
µ (a+1,b,c)g(z)

z

]α

≺

[

I λ
µ (a,b,c) f (z)

I λ
µ (a+1,b,c) f (z)

][

I λ
µ (a+1,b,c) f (z)

z

]α

, (36)

implies that

[

I λ
µ (a+1,b,c)g(z)

z

]α

≺

[

I λ
µ (a+1,b,c) f (z)

z

]α

.

(37)

Moreover, the function

[

I
λ
µ (a+1,b,c)g(z)

z

]α
is the best

subordinant.

Proof. The proof of the theorem follows the same lines as
that of Theorem 1. We will give only main steps.
Let the functionsF, G andq are defined by (14) and (15)
respectively. As in the proof of Theorem 1, we have

ℜ{q(z)}> 0 (z ∈ U),

that isG is defined by (14) is convex (univalent) inU.
Next, to arrive at our desired result, we show that

G ≺ F (z ∈ U). (38)

For this purpose, we defined the functionL(z, t) as (26).
Since G is convex andℜ(a) > 0, by applying a

similar method as in Theorem 1 we conclude thatL(z, t)
is a subordination chain. Therefore, by making using of
Lemma 5, we deduce that the superordination condition
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(36) must imply (38). Furthermore, since the differential
equation

φ(z) = G(z)+
zG′(z)

αa
= ϕ(G(z),zG′(z))

has a univalent solutionG, it is the best subordinant of
the given differential superordination. This completes the
proof of Theorem 3.�

The following theorem provides a solution to a dual
problem of Theorem 2.

Theorem 4.Let f ,g ∈ A and suppose that

ℜ
{

1+
zψ ′′(z)
ψ ′(z)

}

>−γ (z ∈U),

whereψ(z) andγ are given by (30) and (31) respectively.

If the function

[

I
λ+1
µ (a,b,c)g(z)

I λ
µ (a,b,c)g(z)

][

I λ
µ (a,b,c)g(z)

z

]α
is

univalent in U and

[

I λ
µ (a,b,c)g(z)

z

]α
∈ Q, then the

superordination condition:
[

I λ+1
µ (a,b,c)g(z)

Iλ
µ(a,b,c)g(z)

][

I λ
µ (a,b,c)g(z)

z

]α

≺

[

I λ+1
µ (a,b,c) f (z)

I λ
µ (a,b,c) f (z)

][

I λ
µ (a,b,c) f (z)

z

]α

,

implies that

[

I λ
µ (a,b,c)g(z)

z

]α

≺

[

I λ
µ (a,b,c) f (z)

z

]α

.

Moreover, the function

[

I λ
µ (a,b,c)g(z)

z

]α
is the best

subordinant.
Puttingλ = µ = 0, a = 1 andb = c in Theorem 4, we

get a result of Shenan (see [16], Corollary 4) for p = 1 as
follows:

Corollary 2. Let f , g ∈ A and suppose that

ℜ
{

1+
zψ ′′(z)
ψ ′(z)

}

>−γ

whereψ(z) andγ are given by (34) and (35) respectively.

If the function
[

zg′(z)
g(z)

][

g(z)
z

]α
is univalent in U and

[

g(z)
z

]α
∈ Q, then the superordination condition

[

zg′(z)
g(z)

][

g(z)
z

]α
≺

[

z f ′(z)
f (z)

][

f (z)
z

]α
,

implies that
[

g(z)
z

]α
≺

[

f (z)
z

]α
,

and the function
[

g(z)
z

]α
is the best subordinant.

Combining Theorems 1, 3 and Theorems 2, 4, we
obtain Theorem 5 and Theorem 6 respectively, so called
”sandwich-type results”.

Theorem 5.Let f ,gi ∈ A (i = 1,2) and suppose that

ℜ
{

1+
zφ ′′

i (z)
φ ′

i (z)

}

>−β

where

φi(z) =

[

I λ
µ (a,b,c)gi(z)

I λ
µ (a+1,b,c)gi(z)

][

I λ
µ (a+1,b,c)gi(z)

z

]α

and β is given by (11). If the function
[

I λ
µ (a,b,c) f (z)

I λ
µ (a+1,b,c) f (z)

][

I λ
µ (a+1,b,c) f (z)

z

]α
is univalent inU and

[

I λ
µ (a+1,b,c) f (z)

z

]α
∈ Q, then the condition:

[

I λ
µ (a,b,c)g1(z)

I λ
µ (a+1,b,c)g1(z)

][

I λ
µ (a+1,b,c)g1(z)

z

]α

≺

[

I λ
µ (a,b,c) f (z)

I λ
µ (a+1,b,c) f (z)

][

I λ
µ (a+1,b,c) f (z)

z

]α

≺

[

I λ
µ (a,b,c)g2(z)

I λ
µ (a+1,b,c)g2(z)

][

I λ
µ (a+1,b,c)g2(z)

z

]α

implies that
[

I λ
µ (a+1,b,c)g1(z)

z

]α

≺

[

I λ
µ (a+1,b,c) f (z)

z

]α

≺

[

I
λ
µ (a+1,b,c)g2(z)

z

]α

.

Moreover, the function

[

I λ
µ (a+1,b,c)g1(z)

z

]α
and

[

I
λ
µ (a+1,b,c)g2(z)

z

]α
are respectively the best subordinant

and the best dominant.

Theorem 6.Let f ,gi ∈ A (i = 1,2) and suppose that

ℜ
{

1+
zψ ′′

i (z)
ψ ′

i (z)

}

>−γ (z ∈ U)

where

ψi(z) =

[

I
λ+1
µ (a,b,c)gi(z)

I λ
µ (a,b,c)gi(z)

][

I
λ
µ (a,b,c)gi(z)

z

]α

,

(λ >−1, α > 0,µ ≥ 0; z ∈ U)
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and γ is given by (31). If the function
[

I
λ+1
µ (a,b,c) f (z)

I λ
µ (a,b,c) f (z)

][

I λ
µ (a,b,c) f (z)

z

]α
is univalent in U and

[

I λ
µ (a,b,c) f (z)

z

]α
∈ Q, then the condition:

[

I λ+1
µ (a,b,c)g1(z)

I λ
µ (a,b,c)g1(z)

][

I λ
µ (a,b,c)g1(z)

z

]α

≺

[

I λ+1
µ (a,b,c) f (z)

I λ
µ (a,b,c) f (z)

][

I λ
µ (a,b,c) f (z)

z

]α

≺

[

I
λ+1
µ (a,b,c)g2(z)

I λ
µ (a,b,c)g2(z)

][

I
λ
µ (a,b,c)g2(z)

z

]α

implies that
[

I λ
µ (a,b,c)g1(z)

z

]α

≺

[

I λ
µ (a,b,c) f (z)

z

]α

≺

[

I λ
µ (a,b,c)g2(z)

z

]α

.

Moreover, the function

[

I
λ
µ (a,b,c)g1(z)

z

]α
and

[

I λ
µ (a,b,c)g2(z)

z

]α
are respectively the best subordinant and

the best dominant.

Letting λ = µ = 0, a = 1 andb = c in Theorem 6, we
get the following result due to Shenan (see [16], Corollary
6) for p = 1.
Corollary 3. Let f , gi ∈ A (i = 1,2) and suppose that

ℜ
{

1+
zψ ′′

i (z)
ψ ′

i (z)

}

>−γ

where

ψi(z) =

[

zg′i(z)
gi(z)

][

gi(z)
z

]α
(α > 0; z ∈U),

andγ is given by (35). If the function
[

z f ′(z)
f (z)

][

f (z)
z

]α
is

univalent inU and
[

f (z)
z

]α
∈ Q, then the condition:

[

zg′1(z)
g1(z)

][

g1(z)
z

]α
≺

[

z f ′(z)
f (z)

][

f (z)
z

]α

≺

[

zg′2(z)
g2(z)

][

g2(z)
z

]α
,

implies that
[

g1(z)
z

]α
≺

[

f (z)
z

]α
≺

[

g2(z)
z

]α
.

Moreover, the function
[

g1(z)
z

]α
and

[

g2(z)
z

]α
are

respectively the best subordinant and the best dominant.
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