Math. Sci. Lett5, No. 3, 323-328 (2016) %N ==\ 323

Mathematical Sciences Letters
An International Journal

http://dx.doi.org/10.18576/msl/050315

On Characterizing Probability Distributions by
Conditional Expectation of Two Order Statistics

Haseeb Atharand Zubdah-e-Noor
Department of Statistics & Operations Research, AligartsiMuUniversity, Aligarh - 202002, India

Received: 25 Feb. 2015, Revised: 28 May 2016, Accepted: 312046
Published online: 1 Sep. 2016

Abstract: The order statistics have been extensively studied in temture to characterize some particular distributionwels as
family of distributions. The problem of characterizingtdisutions through conditional expectation of adjacent ann-adjacent order
statistics has been of increasing interest due to its Seappdications. Several approaches are available in titezaIn this paper,
two general classes of distributiofigx) = 1— e "X and F (x) = 1 — [ah(x) + b]°, whereh(x) is a continuous, differentiable and
monotonic function oke(a,8) have been characterized through the conditional expentafik!™ power of difference of two order
statistics. Further, several deductions and particulsesare discussed.
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1 Introduction characterized a general form of distribution by
conditional spacing of order statistics. Here in this

Let X3,Xp,...Xn be a random sample of size from a  chapter, an attempt is being made to characterize two

continuous population with the distribution functi¢ahf) general forms of distributions (x) = 1 — e 2 and

F(x) and the probability density functiofpd f) f(x) and  F(x) = 1 — [ah(x) + b]°, a # O throughk" conditional

let Xyn < Xoin < ... < X be the corresponding order moment of difference between functions of two order

statistics. Then the conditiongl f of Xsn givenXi.n = X, statistics.

1<r <s<n,is [David and Nagarajal] |

(n—r)! [F(y)—F(X)]S"’l[l—F(Y)]”’Sf(y) X<y
(s—r—=21)!(n-s9)! [L-F ()T ’ Before coming to the main result, we shall prove the

. . @) following lemma:
Conditional moments of order statistics are extensively

used in characterizing the probability distributions. Lemma 2.1. For any positive integerg andv with ne N
Various approaches are available in the literature. For

2 Characterization theorems

detailed survey one may refer to Khan and Adj,[Khan / (Inu"(1—u)¥V~tu1du

and Abu-Salih 8], Franco and Ruiz 45], 0

Lopez-Blazquez and Moreno-Rebell6],| Wesolowski v-lv-l o vel g 1 1
and Ahsanullah 7], Dembihska and Wesolowski8], = (=D "nBHY) Y Y . e
Khan and Abouammoh9], Khan and Athar 10 and =017, insing HTILHTT2 HAin
references therein. @

wheref(u,v) is complete beta function.

Khan and Abu-Salih 3] characterized some general Proof. Consider/y (Inu)"(1—u)’~1u*1du.
family of distributions through conditional expectatioh o

functions of order statistics fixing adjacent order stitist

Further, Khan and AbouammoB][extended the result of Forn=1, we have

Khan and Abu-Salih 3] where the conditioned order 1

statistic may not be adjacent one. Khan al. [11] /()('nu)(l—u)vflu“fldu
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=B V)[Y) —w(pu+v)] seell]
v-1
— Y)Y —

i=o U+ip
Again forn =2, we have

®)

/:(In w?(1—u)V Ut tdu

B V){W(H) = W+ V)Y + 3 (1) — @/ (u+v)] see LY

v-1lv-1 1 1

ZZ!B(“7V)i;0i2;1mm (4)

gx) = Sinrx  with
YO+ 305

where functional

Y(x+n) =

Now we assume tha®) holds forn = k, then

/Ol(m WK(1—u)’ T 1dy

v—1lv-1 v—1 1 1 1

:(_1)kk!B(u7V)iZOizzll ik=lk— 1““"1“_"'2 . “+ik.
(5)

Then, the statement should be trueriee k+ 1.

Therefore, integrating by parts, we get

1
/ (Inuw* (1 —u)V1u*1du
0

= —@ /Ol(ln wk(@—u)V"tu*1du

+ (V“;l) /:(In w (1 —u)¥2utdu (6)

In view of (5), (6) reduces to

v-lv-1l vl
1 1 1
X i I
z z U+I1g H+12  H+Ig

i1=0ip=l1 =1
(v-1)
u

Similarly integrating 7) by parts(v — 1) times and usings), we
get

= (1M (k+ 1)1 Bk, V)

J’_

/(; (Inu)*+1(1—u)V~2uHdu @

1Vv= lv-1 v—-1 1 1 1

relation

+(=D) k1) B, v)
1 v—1lv-1 v—1 1 1 1

migob:ll “+|l“+|2 H+ik

=lk-1

+(=D*(k+1)! B, v)

1 v—-1lv-1 v-1 1 1 1
“ptv- = 1“ .“Il+llll+|2 Cptik
= (~D)*(k+1)! B(p,v)
v—1lv-1 v—1
XLZ o
M+l %5 S Htitutiz ptika

Therefore 2) holds forn = k+ 1.
Hence the Lemma.

Theorem 2.1: Let X be an absolutely continuous random
variable with the df Kx) and the pdf {x) in the interval
(a,B), wherea and 8 may be finite or infinite, then for
1<r<s<n,

E[(h(Xsn) — h(xr:n))kp(r:n =X

1SlSl s—1 1 1 1

i1=rip=i;  ik=Tk 1 i1) (n—i2)  (n—ik)
(8)
if and only if
F(x)=1-e™ a0 )
where Kx) is a continuous, differentiable and

non-decreasing function of x and k is a positive integer.
Proof. To prove the necessary part, we have

E[(h(Xsn) — h(Xr:n))¥|Xrn = X
(n—r)!

B
- m/x (h(y) —h(x))k

1-Fy) ] 1-Fy)I™® f(y)
X{l_ 1—F(X)} {1—F(x)} 1—F(x)dy'
Assuming
%:i%g — u, which implies(h(y) — h(x))¥ = (—1)k§(lnu)k

Thus,RHS of the above expression reduces to

(n—r)! (1)K

"1
“u h i = N1 —ws " 1u"-Sdu.
“lleIzzll ik |k1“+|lll+|2 ptik ak(s—r—l)!(n—s)!/o( u“(1—u) u"Sdu
+-1 )kﬂ(k—i_l)' Blu.v) Now, on application of Lemma 2.1, we get
1 v—-1v-1 v—1 1 1 1
“J’_lilioiz:ll iK=Tx_ 1“+Il “+|2 “+|k
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(a,B), wherea and 3 may be finite or infinite, then for
1<r<s<n,

E[(h(Xsn) — h(xr:n))k\xr:n =X = grsk(X)

_ » (Sn—rr !:(L;:(L?]Zk S)I " B(n_s+17s_r) ><s:—r—ls—r—l
—r=1ln-s)! i1=0 2= _ [ah(x)+b K 2) — )
.”s—r—l 1 1 1 7< a ) iZO +k<>1:|< J)) (12)
ik:ZH (N=s+14i1) (N—=s+1+iz)  (N—s+1+ik) if and only if
1 s—1s-1 s—1 1 1 1 1 c
=k g.z Z :z CERICENE T F(x) =1—[ah(x) +b] (13)

where gb and c are so chosen that(¥) is a df and tix)
Hence the ). is a monotonic and differentiable function of x over the

support(a, B).
To prove the sufficiency part, consider Proof. First we shall provel3) implies (12).

E[(h(Xsn) — h(X:n))¥[Xen =X = gr sk In view of (1), we have

or (- 5 E[(h(xs:n)—h(mzn))k‘xr:n:X}
o | (h(y)—h(x)* B
(S—r—l)!(ﬂ—s)!/x —(S r(nl) 2; 3 / (h(y) —h(x))¥
x[F(y) —F(0]* " H1—F(y)]">f(y)dy W1 T1-E () f(y)
=T {1 f T F®
=0rsk[1-FX)]" . (10) Assuming
Differentiating (LO) w.r.t. x, we have
1-F
—kH(x)& 1—ng:
(s—=r=1!(n—-s)! implies
P B k1 [FO) —FIS " 1-F(y)"®
< tn=pto) 1=F I o <h<y>—h<x>>k—<—1>k(ah(x>+b)k<l—u1/°>k.
()% (N—r—1)! a
1-F(x) (s—r—2)l(n—y9)! Thus, we have
_ Sr—2[1_ n-s
] o —piyp ELZFOOEZEO S gy ) ) e
h(x) +b\* —n!
= - (n_r)l_f(iszx) Orsk- (11) :(_1)k(a (Xa). ) (S—r(_nl)!r()n—s)!
Rearranging the terms of{), we get y /(;1(1_ U)K (1 —u)s L Sdy,
fo 1 kN(Xgrsk1 _(_1)k(ah(x)+b)k (n—r)!
1-F()  (0—1) orsk—9r+1] a / (s=r=1Hn-9)
=ah (x). ><-k (I|( (_1)i/:(1—u)Sfrflu(i/c)ans)du’
Hence the theorem. = sk
Remark 2.1: At k=1, (8) reduces to = (_1)k(a (X;Jr ) (S_r(f]_)!r()r.]_s)!
- k
(X)X = X] = }Z <3 (§)-B-n /e + (-9 1)
alk i=
h ]
as obtained by Khan and Abouammeh [ = (-1 2 (Xe)1+ ) E: 31

Theorem 2.2: Let X be an absolutely continuous random y K
variable with the df x) and the pdf {x) in the interval ;
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k(@) +b Kk /k i =)
=34 (F57) é(i)( Y D,<i+c<n—j>>'
Hence the 12).
Now to prove the sufficiency part, let
E[(h(Xsn) — (X)) Xein = X] = & sk(X)
or

(n—r)!
(s—=r=1!(n—s)!

B
< [ () = he0)F () = F 09I " 1= F ()" *f(y)dy

=& sk(X)[1— F ()" (14)

Differentiating (L4) w.r.t. X, we have

(n—r)!
—kH () (s—r—1)l(n—s)!

FXI* " 1-F(y)]"®

o« [ ity FOZ
f(x) (n—r—-1)!
NI TEx o2

B . S—r—2[1 _ n—s
< iy ooy O =E IO

f)

= E/r,sk(x) —(n— r)mfr,s,k(x)~ (15)

Rearranging the terms of%), we get

f(x) 1 & k() +kN ()& sk-1(%)

—— : : . (8

1-F (X) (n - r) [Er+l,s,k(x) - Er,s,k(x)}

Consider
f/r,sk(x) +k H(X)Er,s,kfl(x)

= (_1)kk H (x) (M)“

: é (5w ,U (o)
1

(5 HeT()
_|i<_1 (k:l (_1)ijj(ii(:(;—j)j)ﬂ

reprr Y

— (1% H(x) (ah”b)kl

(500 (o)

— 2 (0
i (e Dj(ii(;;—j)n)
Er1sk(X) = &rsk(X)
“or () 3 (v L ()
—(—m"(%ﬁ“’) ii '
k

and

)
( )
;() ﬁ(m 7):

Therefore in view of 16), we get

_acH( o (=Dt nsz %(.ignl)”)
(@00 +0) 51 o () (<2 i 5 (o)
_acH(x
~ (ah(x)+b)"

Hence the theorem.

Remark 2.2: At k=1, (12) reduces to

E[h(Xsn)[Xr:n = X = a*h(x) + b*

where

ﬁ(1+c )))andb*f 2(1—a*).
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3 Some Examples
Examples based on Theorem 2.1
a) Pareto Distribution

—(x/a)°
witha= 0, h(x) =

5133 o

F(x) = ,a<x<ow, >0
log(x/a) and

l .o
—ip)

Orsk =K

(-

b) Weibull Distribution

F(x) =
witha= 0, h(x) =xP and

1-e 9% 0<x<o, p,6>0

s—-1s-1
Orsk=K sz Z

I1= rlz 11

s-1

2

Ik-1

1
(n—

1
i1) (n—

2 ) (=i’

¢) Log Logistic Distribution

F(X)=1—(1+6xP) 1 0<x<w, p,8>0

witha=1, h(x) =log(1+ 6 xP) and

s—1s-1
Orsk =K Z

i1:ri2:

s 1 1 1

(n—iz) (n— (N—ik)

Similarly, with proper choice ofa and h(x) characterization
results for other distributions based on Theorem 2.1 can be
obtained. For more distributions one may refer Noor and Atha
[23].

11 =Tkt i2)

Examples based on Theorem 2.2

a) Power Function Distribution
FX)=a PxP, 0<x<a, a,p>0
witha=—-a P.b=1c=1 h(x)=xPand

(e

(i+<n—j)

FX)=1-aPx P, a<x<ow, a,p>0

k

Grai(0) = (aP -0 5 (-1

s—1

1

J=r

).

b) Pareto Distribution

with a=

w3 ()]
i= =

¢) Weibull Distribution

aP.b=0,c=1, h(x)=xPand
( (n—1j)

i+(n—j)
, 0<x<o, 6,p>0

).

F(x)=1-e &
witha=1b=0,c=0, h(x) =e *and
s

L o j)
Dr(iw(n—j)

)

d) Inverse Weibull Distribution
F(x)=e %" 0<x<w, 6,p>0
witha=-1,b=1c=1, h(x)=e %" and

P ) (==

Similarly with proper choice o0&, b,c andh(x), results based on
Theorem 2.2, can be obtained for various other distribsti@me
may refer to Noor and Athad .

(n—1J)
i+(n—j)

4 Conclusion

The study of ordered random variables and its applicatioe ha
always been interesting topic among the researchers,
particularly in characterization of probability distrifions,
reliability theory, and estimation theory. In this papeg have
proposed a new approach to characterize two general form of
distributions through conditional expectation ki power of
difference of two order statistics. These new charactéoza
results are then applied to characterize some well known
probability distributions.
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