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Abstract: The problem of estimation of finite population median at entroccasion in two occasion successive sampling has been
considered using the additional auxiliary variate whickysamic over time and is readily available at both the ocrasiProperties

of the proposed estimators including the optimum replacerstrategies have been elaborated. The density functigmsasing in

the results have been estimated by the method of generalzaest neighbour density estimator related to kerneinastir. The
dominance of the proposed estimators is shown over samp@&mestimator when there is no matching from previous donass

well as over the ratio type estimator proposed by Singh gHaP. Singh, R. Tailor, S. Singh and J.M. Kirdpurnal of the Korean
Satistical Society, 36(4), 543-556 (2007)] for second quantile. The behaviourthefproposed estimators are justified by empirical
interpretations and validated by means of simulation stitly the help of a natural population.

Keywords: Exponential type, Population median, Skewed distribyti®accessive sampling, Bias, Mean square error, Optimum
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1 Introduction

Survey often get repeated on many occasions for estimadéing characteristics at different point of time technically
called repetitive sampling or sampling over successivasions. It has been given considerable attention by sormeysur
statisticians, when a population is subject to change, eegwarried out on a single occasion will provide informatio
about the characteristic of the surveyed population forgiien occasion only, the survey estimates are therefore tim
specific. Generally, the main objective of successive siEigeto estimate the change with a view to study the effect of
the forces acting upon the population as this scheme cerddfistelecting sample units on different occasions such that
some units are common with sample drawn on previous occasldris retention of a part of sample in periodic surveys
provides efficient estimates as compared to other alteasahby eliminating some of the old elements from the sample
and adding new elements to the sample each time.

The problem of sampling on two successive occasions wasfinsidered by]] and latter this idea was extended by
[2,3,4,7,13,14,16,21,24] and many others. All the above efforts were devoted to thienaeson of population mean or
variance on two or more occasion successive sampling.

When a distribution is skewed, when end-values are not knawvmvhen one requires reduced importance to be
attached to outliers because they may be measurement,amedsan can be used as a measure of central location.
Median is defined on ordered one-dimensional data, and épertlent of any distance metric so it can be seen as a better
indication of central tendency (less susceptible to theptionally large value in data) than the arithmetic mean.

Most of the studies related to median have been developeddwyrang simple random sampling or its ramification
in stratified random sampling considering only the variaflaterest without making explicit use of auxiliary varlab
(see e.g.%,6,8]). Some of the researchers namely[11,12,15,18] etc. have utilized the auxiliary information for the
estimation of population median.

Very few researchers nameli/q, 20] and [23] have proposed estimators for population median in sua@esampling.

The work done in22] has proposed estimator to estimate population median érawzasion successive sampling
assuming that a guess value of the population median is knlowall the above quoted papers, related to the study of
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median, they have assumed that the density functions appgeathe results are known. But, in general being a poparati
parameter they are not known. Hence, using the additioablestwixiliary variable available on both the occasio®§] [
and 26] have proposed estimators for population median in suseesampling. In these papers they have also estimated
the unknown density functions by using the method of gemm@inearest neighbour density estimator related to kernel
estimator.

But in practice, one may find that if the gap between two sgice®ccasions is large, the stability character of the
auxiliary variate may not sustain. In addition to this, weyratso find several other situations where auxiliary vaniass
not be stable over time, whatever is the duration betweenstweeys. In such situations the use of dynamic auxiliary
variate (changing over time) which are readily availableldferent occasions, may be efficiently utilized for estting
the population median at current occasions.

Hence, focusing on the above problems in this work we havegqeed more effective and relevant estimators of
population median at current occasion in two occasion |sdee sampling using additional auxiliary information wihi
is dynamic over time and is readily available at both the simzes. Properties of the proposed estimators are discussed
The density functions appearing in the results have beenastd by the method of generalized nearest neighbourtgensi
estimator related to kernel estimator.

Optimum replacement strategies are elaborated for theopemp estimators. Proposed estimators at optimum
conditions are compared with the sample median estimateniliere is no matching from the previous occasion as well
as with the ratio type estimator proposed by Singh et 20] for second quantile, when no additional auxiliary
information was used at any occasion. The behaviours of ttupgsed estimators are justified by empirical
interpretations and validated by the means of simulatiodystvith the help of some natural populations.

2 Sample Structure and Notations

LetU = (Uy,Uy,...,Un) be the finite population of N units, which has been sampled tve occasions. It is assumed
that size of the population remains unchanged but valuesitsf change over two occasions. The character under study be
denoted by(y) on the first (second) occasions respectively. It is assutradrtformation on an auxiliary variable whose
population medians are known and dynamic over occasioneeaddly available on both the occasions and positively
correlated tax andy respectively. Letz; be the auxiliary variable on the first occasion which chartiges on second
(current) occasions. Simple random sample (without regpiemnt) of n units is taken on the first occasion. A random
subsample ofn=nA unitsis retained for use on the second occasion. Now at thierdwccasion a simple random sample
(without replacement) aff = (n — m) = nu units is drawn afresh from the remainifiy — n) units of the population so
that the sample size on the second occasion isrelg@ndA, (1 + A = 1) are the fractions of fresh and matched samples
respectively at the second (current) occasion. The fotigwiotations are considered for the further use:

My, My, Mz, , Mz, . Population median of the variablgs/, z; andz, respectively.

My (u), le( ), M22(u) :  Sample median of variablgsz; andz, based on the sample of sige
My (m), My (m), Mz, (m), Mz, (m) . Sample median of variablesy, z; andz, based on the sample of size
Mx(n), Mz, (n), M, (n) . Sample medians of variablesz; andz, based on the sample of sine
fu(My), fy(My), f,(Mz), f,(Mz,) :  The marginal densities of variablegy,z; andz, respectively.

3 Proposed EstimatorTj; (i, j = 1,2)

To estimate the population medikty on the current (second) occasion, two sets of estimatoesthesn proposed utilizing
the concept of exponential ratio type estimators. Firsb§estimators{ Ty, Toy} is based on sample of the sige= nu
drawn afresh on the current (second) occasion and the seebntlestimator$Tim, Tom} is based on sample sine= nA
common to the both occasions. The two sets of the proposietegsts are given as

T = Ny (1) exp(m;img) @
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. My (m) Mg, — M, (m)
Tim=M n(Ay >exp( 2 (3)
=M () ) &P\ Wy W, ()
. M (m)
Tom= M (n) [ =2 4
o - Mz, —Niz, (m ~ - Mz, —Niz, (m Mz, —Niz,
whereMg (m) = My(m) exp(m%), M;; (m) = My(m) exp(ﬁﬁ) andM;; (n) <M11+Mzi )
Considering the convex linear combination of the two setsstimatorsT, (i = 1,2) andTJm =1,2), we have the
final estimators of population medi&f, on the current occasion as
Ti=@Tut(1—-@j)Tim; ((,i=12) ()
whereq;j (i, j = 1,2) are the unknown constants to be determined so as to minih@saean square error of the estimators
T (i,j=1,2).
Remark 3.1. For estimating the median on each occasion, the estim&tp(s= 1,2) are suitable, which implies that
more belief onTj, could be shown by choosing; (i, j = 1,2) as 1 (or close to 1), while for estimating the change from

occasion to occasion, the estimatdfs (j = 1,2) could be more useful s@; might be chosen as 0 (or close to 0). For
asserting both problems simultaneously, the suitabler{mpn) choices ofy; are desired.

4 Properties of the Proposed Estimatordj; (i, j = 1,2)
4.1 Assumptions

The properties of the proposed estimaf@ygi, j = 1,2) are derived under the following assumptions:

(i) Population size is sufficiently large (i.B. — ), therefore finite population corrections are ignored.

(i) As N — o, the distribution of the bivariate variable,b) wherea andb € {x,y,z1,z,} anda # b approaches a
continuous distribution with marginal densitiég-) and f,(+) respectively, (se€lfl]).

(i) The marginal densitied(-), fy(:), fz (-) and fz, (-) are positive.

(iv) The sample mediansl,(u), My(m), My(m), Mx(n), My (u), M,(u), Mz, (m), M, (m), M, (n) and My,(n) are
consistent and asymptotically normal (sép.[

(v) Following [11], let Py, be the proportion of elements in the population such &h&tM, andb < My, wherea and
be {xy,z1,2} anda+#b.

(vi) Following large sample approximations are assumed:

My(u) = My(L+ €o), My(m) = My(1+ex), Mx(m) = Mx(1+ €2),Mx(n) = Mx(1+ €3), Mz, (U) = Mg, (1 + €1),
Mzz(m) = M22(1—|—65), le(m) = M21(1+66) and le(n) = M21(1+e7)7

such thatg| <1Vi=0,1,2,3,4,56and 7.
The values of various related expectations can be sedivjiand [18].

4.2 Bias and Mean Square Errors of the Estimators Tij (i, j = 1,2)

The estimatordlj, and Tjm (i, ] = 1,2) are ratio, exponential ratio, ratio to exponential ratia aain type ratio to
exponential ratio type in nature respectively. Hence they @ased for population mediavly. Therefore, the final
estimatorsTj (i, j = 1,2) defined in equatiort] are also biased estimatorsidj. BiasB(-) and mean square errdvy-)
of the proposed estimatofy; (i, j = 1,2) are obtained up to first order of approximations and thus we falowing
theorems:

Theorem 4.2.1 Bias of the estimator§; (i, j = 1,2) to the first order of approximations are obtained as
B(Tij) = @;B(Tiw) + (1 - @j)B(Tjm) ;. (i,j=1,2) (6)
where
B(Tw) = 1 [f2,(Mg,)]*My ~ (4Rg, — D[fy(My)]*[fz,(Mz,)] 7
BT aM2 aM,
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_2 _ -1 -1
B(TZU) _ 1‘ { 3“22 (3'\;26')22]2 My _ (4Py22 1)“)’(2/:\);')2]2 [fZZ(MZZ)] } (8)
1 { [fx(Mx)]"*My (4B — 1)[fx(M)] *[fy(My)] * n 3[fz(Mz,)] *My
m\ aMm2 ANy 32MZ
(4P, — 1)[fx(Mx)] [f7,(Mz,)] *My  (4Rz, — 1)[fy(My)] *[fz,(Mz,)] * }
8MM, 8My,
1 { (4Py — 1) [ (M)] [fy(My)] ™" (4Be, — D)[fx(Mx)] M2, (Mz,)] My [fX(Mx)]ZMy} )

n 4Ny 8MM, 4M2

1 { [fx(Mx)] 2My  3[fz,(Mz,)] My (4B — D)[fx(My)] *[fy(My)] *

m 4M2 32|\/|222 4AMy

~ (4Bg, — D)[fx(Mx)] [ (Mz,)] My n (4P, — 1)[fx(Mx)] [z, (Mz,)] My
8Mxle 8MXM22

n (4Rg; — 1) [fy(My)] [z (Mz)]* _ (4Rg, — 1)[fy(My)]~*[fz, (Mz,)]
8le 8M22

_ (4P2122 — 1)[f21(M21)]_1[f22(Mlz)]_lMy _ [le(Mll)]_zMY}
16M;,M,, 32mM2

1 { (4Ry — 1)[fx(Mx)] [ fy(My)] *

B(Tlm) =

_|_

B(Tom) =

1 i (4P; — D[ fx(Mx)] [ f7, (Mz)] 1My
n 4AMy 8MxMz,
(4Pa, — D)[fx(Mx)] M2, (Mz,)] "My 4Rz, — 1) [fy(My)] ™ [fz (Mz)]

8MxM22 8MZ]_

(4Pzz, — 1)[f (Mzy)] 2 (Mz,)] My _ [fx(Mx)]*My I [f2(Mz,)]—*My
16M, My, M2 32M2

(10)

+

Proof The bias of the estimatof; (i, ] = 1,2) are given by
B(Tij) = E[Tij =My} = @;B(Tiu) + (1~ @j)B(Tjm)

Using large sample approximations assumed in Section 4d rataining terms upto the first order of
approximations, the expression B(Tiy) andB(Tjm) are obtained as in equatiorig{10) and hence the expression for
bias of the estimator§; (i, j = 1,2) are obtained as in equatiod)(

Theorem 4.2.2 Mean square errors of the estimatdys(i, j = 1,2) to the first order of approximations are obtained as

M(Tij) = @M (Tiu) + (1 — @))°M(Tim) + 203 (1 — @j)cov(Tiu, Tim) 5 (1,5 =1,2) (11)
where
M(Ty) = éAl (12)
M (Tau) = EA“ (13)
M(Tim) = %Az + %Aa (14)
M (Tom) = %As + %Aes (15)
A — [fy(My)] 2 i [f2,(Mz,)]~°M§ ~ (4Rg, — 1)[fy(My)] " [f2(Mz,)] My
1= 4 4z 2My, ’
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Azz{[fy('\/'y)]_z (M) M) 2o (Ma)] MG (4R — 1))~y (My)] My
4 aMZ 16M2 2Mx

_ (4R, — DIy (My)] [ (Mz)] My <4F’x22—1>[fx<MX>11[sz<MzZ>llMy2}
4My, 4MxMy, ’

&
I

(4By — 1)[fx(Mx)] [ fy(My)] *My (4B, — 1)[fx(Mx)] H[f2(Mg,)] MG [fx(My)]2M§ }
2My AMM,, 42 ’

[fy(My)] 2 n [f2,(Mz,)]*My ~ (4Rg, — 1)[fy(My)]l[sz(MZz)]lMy}

Pg
Il
—— ——

2 16M2 aMy, ’
As — [fy(My)] 2 [I(M] 2MJ [f2,(Mz)] 72Mg [ (Mg,)] 2M
4 4|V|)% :|.6|\/|222 16M221
_ (4By — 1) [F(Mx)] [ fy (My)] My I (4Rz, — 1)[fy(My)] [ fz, (Mz)] My
2My 4Mg,
(4R, — D[fy(My)] H[f2,(Mz,)] *My (4R, — 1) [f(My)] [z (Mz)] M7
g, VRV
(4P><Zz — D[fx(Mx)] H[f2,(Mz,)] " IMZ  (4Pyz, — 1)[fz, (Mgy)] [ F2,(Mg,)] TMZ
ANMy, a 8M,Mj,

and

Ao { (4Py — D (M) [fy(My)] My [Ix(M]72MZ [ (Mg,)] M2

2My vz 16M2
~ (4Rg — 1)[fy(My)]_l[le(le)]_lMy (4B, — 1)[H(My)] ™ 1[f21(M21)]_1My2
4Mz, 4AMxMg,
(4B, — 1)[f(Mx)] [z, (Mz,)] M7 n (4Pyz, — 1)[f2,(Mz,)] *[fz,(Mz,)] *M] }
AM M, 8M,, M,

Proof The mean square errors of the estimaipyare given by

M(Tij) = E[Tij — MyJ* = E[@} (Tiu— My) + (1 — @j){Tjm— My}J?
= @GM(Tiu) + (1 @))°M[Tjm] + 203 (1 — @j)coV(Tiy, Tjm)

whereM(Tiy) = E[Tiu — My)? andM([Tjm] = E[Tjm— MyJ%; (i, j = 1,2).

The estimatorsTy, and T, are based on two independent samples of sizes u and m respectience
coV(Tiy, Tjm) = 0; (i, j = 1,2). Using large sample approximations assumed in Sectionrndl ketaining terms upto the
first order of approximations, the expression kb(Ti,) andM(T;m) are obtained as given in equatioi)-(15) and
hence the expressions for mean square error of estiniRjdisj = 1,2) are obtained as in equatioh).

Remark 4.2.1. The mean square errors of the estimatys(i, j = 1,2) in equation {1) depend on the population
parametery, Rz, Rz Pay Py Pazy ix(Mx), fy(My), fz(Mz) and 5, (My,). If these parameters are known, the
properties of proposed estimators can be easily studidter@ise, which is the most often situation in practice, the
unknown population parameters are replaced by their saeanhnates The populatlon proportioRg, Rz, Prz,, Pey
Pe, andP;,;, can be replaced by the sample estin{g Pe,, Pa,, Bz, Bz, andP,z, and the marginal densitiefy,
(My), fx(Mx), fz, (M) and f,,(Mz,) can be substituted by their kernel estimator or neareshbeigr density estimator
or generahzed nearest neighbour density estimator cetatthe kernel estimator [Silverman (1986)]. Here, the rimaig
densitiesfy(My), fx(Mx), fz(Mz,) and f,,(My,) are replaced byf,(My(m)), fx(Mx(n)), fz (Mg, (n)) and f,,(Mg,(n))
respectively, which are obtained by method of generalizedrest neighbour density estimator related to kernel
estimator.

To estimatefy(My), fx(My), fz (M) andf;,(My,), by generalized nearest neighbour density estimatorecbtatthe
kernel estimator, following procedure has been adopted:

Choose an integdr~ nz and define the distan@¥xy,X2) between two points on the line to ba — xy|.
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. For My(n) , defined;(My(n)) < &2(Mx(n)) < --- < & (Mx(n)) to be the distances, arranged in ascending order, from
Mx(n) to the points of the sample.
The generalized nearest neighbour density estimate isedifiy

fd gy L Mx(n) -
F) = g ) Z oo
where the kernel functioK, satisfies the conditiofi”, K(x)dx =

Here, the kernel function is chosen as Gaussian Kernel giyeﬁx) — Le (29,
The estimate ofy(My), f; (M, ) andf,,(Mz,) can be obtained by the above explained procedure in siméaner.

5 Minimum Mean Square Errors of the Proposed EstimatorsTij (i, j = 1,2)

Since the mean square errors of the estimafi1$, j = 1,2) given in equation1) are the functions of unknown constants
@;j (i,j =1,2), therefore, they are minimized with respectgpand subsequently the optimum valuesgpgfare obtained
as

M(Tiu) +M(Tjm) ’
Now substituting the values afj,, in equation L1), we obtain the optimum mean square errors of the estimaiprs
(i,j=12)as

(ﬂjopt. = (IvJ = 15 2) (16)

M(Tiu) -M(Tjm) .
M(Tiu) +M(Tjm) ’

Further, substituting the values of the mean square errtneoéstimators defined in equatidl?) to equation {5) in
equation 16) and (L7), the simplified valuegaj,, andM(Tij)op. are obtained as

H11[H11A3 — (Ao + As)]

) 18
qolloph [“11A3 I_,l]_]_(Az + A3 - Al) ] ( )
P12[H12A6 — (s +As)]
) 19
P2one. = [N12A6 H12(As+As — Ar) — Ayl ”
u21[u21A3 — (Az + A3)]
) 20
P10 [12,A3 — taa(Ag+ As— Ag) — Ag] (20)
2| H22Re — (As + Ae)]
) 21
P20, = [12,A6 — t2o(As+ As — Ag) — Ag] (21)
1[G -G
M(T11)opt. = n [;1121A3 — t11C3 — Aq] -
B } [IJ12C4 - C5]
M(T12)opt. = N [U2,A6 — H12Cs — A -
1 [ppCr— Gl
- 1 24
( Zl)opt n [IJ21A3 — IJZlCQ A4] ( )
1 [U22C10— Ca1)
M(T: - :
( 22)0pt n [IJZZZAG — U2oC12 — A4 >
where
QN SRR S S
— AAs + AgAe, — + — A1, U7 = Ag3Ay, = ARy + AgAg,
Co=Ao+As—As, Clo=Ahe,  Ci1=Adhs+Aibs, Cio=As+Ac—As and pi (i,j = 1,2)

are the fractions of the sample drawn afresh at the curemt(sl) occasion.

Remark 5.1. M(Tjj)opt. derived in equation22)-(25) are the functions ofij (i,j = 1,2). To estimate the population
median on each occasion the better choicggofi, j = 1,2) are 1 (case of no matching); however, to estimate the change

in median from one occasion to othgr; (i, j = 1,2) should be 0 (case of complete matching). But intuition ssthat
an optimum choices qiij (i, j = 1,2) are desired to devise the amicable strategy for both thdgrabsimultaneously.
@© 2015 NSP
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6 Optimum Replacement Strategies for the Estimatorsi; (i, j = 1,2)

The key design parameter affecting the estimates of charthe ioverlap between successive samples. Maintaining high
overlap between repeats of a survey is operationally caaemersince many sampled units have been located and have
some experience in the survey. Hence to decide about thewptivalue ofy;j (i, j = 1,2) (fractions of samples to be
drawn afresh on current occasion) so tiigtmay be estimated with maximum precision and minimum costnivémize
the mean square errof(Tij )opt. (i, j = 1,2) in equation 22) to (25) with respect tqu;j (i, j = 1,2) respectively.

The optimum value ofij (i, j = 1,2) so obtained is one of the two roots given by

D,+,/D2—D;Ds
& (26)

=V
 Ds+/D2—DuDs

Hip = D, (27)
 Dg+4/DZ-D;Dg

Ho1 = D, (28)
R D11+ /D%, — D1oD12

Hop = b1 (29)

where

D1 = A3Cy, Do = A3Cy, D3 = A1C; +CyC3, Dy = AgCs, Ds = AgCs, D = A1C4 + CsC,
D7 = A3C7, Dg = A3Cg, Dg = A4C7+ CgCq, D10 = AsCi10, D11 = AsC11 and Dyp = A4Ci0+ C11Cyo.

The real values ofii; (i, j = 1,2) exist, iff D3 — D1D3 > 0, D2 — D4Dg > 0, D — D7Dg > 0, andD?; — D1oD12 > 0. For
any situation, which satisfies these conditions, two relalesoffij; (i, j = 1,2) may be possible, hence to choose a value
of [ (i,J = 1,2), it should be taken care of thatj € (0,1), all other values ofy; (i, j = 1,2) are inadmissible. If both
the real values ofij (i, j = 1,2) are admissible, the lowest one will be the best choice aslitaes the total cost of the
survey. Substituting the admissible valuefpf sayui(jo) (i,] = 1,2) from equation 26) to (29) in equation 22) to (25)
respectively, we get the optimum values of the mean squavesesf the estimator§; (i, j = 1,2) with respect tap; as
well asfiij (i, j = 1,2) which are given as

O~
M(T]_]_);;pt _ (O)[ZIJ].]_ Cl (O)(:Z] (30)
N[p11 “As— Hi1 Cs — Al
0~
M(T]_Z);;pt _ (O)[Zulz C4 (O)C5] (31)
N[Hy, As— M5 Co — Ad
(0)
Cr—
M(T21)opt. = o)[“zl 7—Cel (32)

N[k57 *As — K33 Co — Ad]

O~
M (T22):;pt — (O)[IZJZZ ClO (O)Cll] (33)
n[uZz A6 - Uzz C12 - A4]

7 Efficiency Comparison

To evaluate the performance of the proposed estimatorsstimatorsiij (i, j = 1,2) at optimum conditions are compared
with respect to (i) the sample median estima&;)(n), when there is no matching from previous occasion and @Yy &tio
type estimatoA proposed by Singh et al(] for second quantile, where no additional auxiliary infation was used at
any occasion and is given by

&= o)+ (1w (G (34)
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where is an unknown constant to be determined so as to minimise #anraquare error of the estimatr Since,
My(n) is unbiased and is biased for population median, so variancé/gfn) and mean square error of the estimator
at optimum conditions are given as

-2
vy (n)) = 2L (35)
and
. _ [Had1 — J]
M@)o, = npils— Hads — 1] (59)
where

Ho+\/RZ—FiH
Ha = ZiHizl13 Hi = Jil3, Ho = Jl3, Hy = 1131 + J2d3, J1 = lal3, 2 = 11 (I2 + 13),

M2 | [yMy)) 72 (MO 2ME (4R 1) (M) Ty (My)] My
2 112 = 7 Mz 2Mx

B=la+I3—13, 11 =

(4Py—D)[fx(M)] L[ fy(My)] My [Fx(Mx)] Mg
2My Mz

The percent relative efficiencieﬁ,(j1> and Ei(jz) of the estimatorsTij (i,j = 1,2) (under their respective optimum
conditions) with respect tlx?ly(n) andA are respectively given by
V(My(n) M(4)op.

(1) 2
E:W=_—-""%x100 andE\” = ————
U M(Ti)op. o M(Ti)op.

andlz =

x100; (i,j=1,2) (37)

8 Empirical lllustrations and Monte Carlo Simulation

Empirical validation can be carried out by Monte Carlo Siatign. Real life situation of completely known finite
population has been considered.

Population Source (Free access to the data by Statistical Abracts of the United States)The population comprise
of N = 51states of United States. Letbe the Percentage of Advanced Degree Holders or More dugig i theit"
state of U. S.y; represent the Percentage of Advanced Degree Holders or timireg 2009 in thé!" state of U.S.z,
denote Percentage of Bachelor Degree Holders or More d@8g in theit"state of U.S. and,, denote the Percentage
of Bachelor Degree Holders or More during 2009 in itestate of U.S. and The data are presented in Figure

% of Advanced Degree Holders or More

—e— 1990
~4 - 2009

States of U.S.

Fig. 1 Percentage Advanced Degree Holders or More during 1990 @0@i\Z&rsus different states of United States.

For the considered population, the optimum valuegif(i, j = 1,2) defined in equation2@) to (29) and percent

relative e1‘ficiencieEi(jl> andEi<j2) defined in equatiord?) of Tjj (i, j = 1,2) (under their respective optimality conditions)
with respect td\7ly(n) andA have been computed and are presented in Table
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To validate the empirical results quoted in TaBJéMlonte Carlo simulation have also been performed. 5000 kEEmp
of size n = 20 states are selected using simple random sampling witleplicement in the year 1990. The sample
mediansM, (n) andMg,(n), k = 1,2,--- ,5000 are computed. From each one of the selected sannplesl7 states
are retained and new u=3 states are selected oNt-oh = 51— 20 = 31 states of U.S. using simple random sampling
without replacementin the year 2009. From the m units rethin the sample at the current occasion, the sample medians
Myjk (M), My (M), Mz, (M) andM, x(m), k=1,2,--- , 5000 are computed. From the new unmatched units selectéeton t
current occasion the sample medi&?lwk(u) and I\7I22‘k(u), k=1,2---,5000 are also calculated. The parametgend
Y are selected between 0.1 and 0.9 with a stephf 0 .

The percent relative efficiencies of the proposed estirsdtpwith respect tdvly(n) andA are obtained as a result of
above simulation and are respectively given as:

5000 . 5000

kzl[My\k(n) —My)? kzl (A — My)?
Ej(1) = L X100 and Ej(2) = £ x100; (i,j=1.2).
kzl[Tijk_My]z kzl[Tijk_My]z

For better analysis, the above simulation experiments wepeated for different choices @f. For convenience the
different choices oft are considered as different sets for the considered Pagulahich is shown below:

Setl :n=20,u=0.15(m=17,u=3)

Setll : n=20,u=0.20,(m=16,u=4)

Setlll: n=20,u=0.35,(m=13,u=7)

SetlV: n=20,u =0.50,(m=10,u= 10)

The simulation results obtained are presented in TalbdeTable7.

Table 1 Descriptive statistics for the population considered

% of Advanced Degree % of Advanced Degree | % of Bachelor's Degree| % of Bachelor's Degree|

Holders or More (1990)x) | Holders or More (2009)y) or More (1990)(z1) or More (2009)(z,)
Mean 5.7 10.00 20.00 27.40
Median 6.40 7.90 19.30 26.30
Standard deviation| 4.70 11.23 16.98 30.46
Kurtosis 8.43 11.04 0.79 2.70
Skewness 2.34 2.69 0.70 1.09
Minimum 5.7 6.30 12.30 17.1
Maximum 17.2 26.7 33.37 48.2
Count 51 51 51 51

9 Mutual Comparison of the Proposed EstimatorsTj; (i, j = 1,2)

The performances of the proposed estimafys(i,j = 1,2) have been elaborated empirically as well as through
simulation studies in above Section 8 and the results obdagme presented in Tabkto Table7. In this section the
mutual comparison of the four proposed estimators have bedorated though different graphs given in Fig@re
Figureb.
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Table 2 Comparison of the proposed estimat@s(at optimum Table 3 Monte Carlo Simulation results when the proposed
conditions) with respect to the estimatdfig(n) andA (at their ~ estimatorT;j is compared td/y ().
respective optimum conditions)

SET [ 1l I v
{9 N @

%& 01| En(1) | 157.64 | 136.42 | 139.61 | 104.70
My | 0.8389 Ei2(1) | 13956 | 135.09 | 144.90 | 14855
“(0) 05278 E»(1) | 155.56 | 137.23 | 142.14 | 106.44
%(1)) : Exo(1) | 137.61 | 135068 | 146.87 | 151.28
Hyo | 0.5603 0.2 | Ena(1) | 161.27 | 145.61 | 148.14 | 119.39
gD _ Eio(1) | 147.08 | 144.78 | 15324 | 167.79

%%) Exn(l) | 161.27 | 144.25 | 148.66 | 121.37
Ei5 | 200.75 Ex(1) | 142.42| 14343 | 152.85 | 170.72
Eéi) 155.52 0.3 | Exn(1) | 171.41 | 152.14 | 152.99 | 133.24

1) Eip(1) | 152.23 | 151.62 | 157.13 | 185.83
Exs | 165.02 Ex(1) | 161.68 | 146.36 | 147.98 | 134.36
EQ _ E,o(1) | 143.81 | 14593 | 150.68 | 187.01

% 0.4 | Eiu(1) | 172.75 | 151.39 | 153.37 | 146,51
E5 | 171.79 Eio(1) | 153.29 | 151.85 | 157.52 | 202.15

2) Eo(l) | 157.17 | 138.96 | 141.53 | 145.79
E%%) 133.08 E,2(1) | 140.00 | 139.43 | 143.68 | 199.08
Eys 141.21 0.5 | Eui(1) | 169.68 | 148.53 | 148.19 | 159.08

- . .. 0. . Eip(1) | 151.22 | 148.99 | 151.80 | 215.89
Note. ‘" indicates thav.llj ) (|7] = 172) do not exist. Eoi(1) | 148.70 | 129.43 | 127.97 | 154.54
Exp(1) | 133.39 | 129.74 | 129.45 | 205.79

0.6 | E;i(1) | 162.03 | 140.99 | 138.28 | 171.10

Ein(1) | 145.87 | 141.54 | 141.20 | 227.47

Exi(1) | 136.36 | 11571 | 112.57 | 160.04

Ex(1) | 123.84 | 116.09 | 113.30 | 206.50

0.7 | Eu(1) | 154.69 | 131.88 | 124.56 | 179.50

Ein(1) | 140.61 | 132.26 | 126.70 | 232.64

Ex(l) | 125.89 | 10321 | * 160.75

Ex(1) | 115.62 | 103.44 ** 200.20

0.8 | En(1) | 14446 | 11952 | 112.15 | 182.42

Ewo(1) | 132.79 | 119.77 | 113.77 | 229.90

Exn(l) | 11379 | = = 156.07

Exn(l) | 10573 = * 187.95

0.9 | Ew(1) | 13355 | 107.93 ** 180.42

Eo(1) | 12430 | 10812 | * 220.39

Exn(l) | 10291 = * 147.02

Ex(1) = = * 171.21

Note. x«’ indicates no gain.

10 Interpretation of Results

The following interpretation can be drawn from TabBg and Figure2-5:

(1) From Table, it is observed that
(&) Optimum valuesu@, uécl» and uég) for the estimatordi,, To; and Ty, respectively exist for the considered

population which justifies the applicability of the propdsestimatorsTyp, To1 and Tp, at optimum conditions.

However, the optimum valupfln for the estimatordy; does not exist for the considered population.

(b) Appreciable gain is observed in terms of precision iatligy that the proposed estimatdis, T1, T2 (at their
respective optimal conditions) are preferable over thenesor My(n) and (at optimal conditions). This result
justifies the use of additional auxiliary information atboiccasions which is dynamic over time in two occasion

successive sampling.

(c) The values foEﬁ and Eﬁ) cannot be calculated as optimum valpg) does not exist but simulation study

vindicated in Table8-7 magnify the applicability of proposed estimalar over sample median estimallﬁlg,(n)
and the estimatofl. A
(2) From Tables, it can be seen that, whély (i, j = 1,2) is compared with sample median estimagi(n)
(@) E11(1), E12(1), E21(1), E22(1) first increase and then decreasapascreases for all sets.
(b) For fixed value ofp, E11(1) andE;;(1) show no fixed behaviour as the valuetofs increased.
(c) E12(1) andEyy(1) increase agl increases.
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Table 4 Monte Carlo Simulation results when the propos@&dble 5 Monte Carlo Simulation results when the proposed
estimatorTy; is compared to the estimatdr estimatorTy, is compared to the estimatdr

wy—| 01] 02| 03| 04| 05| 06| 07| 08| 09 wy—| 01] 02| 03| 04| 05| 06| 07| 08| 09
¢ |SET] @ |SET|
0.1| | |166.50|164.58172.38188.62 228.93 277.81| 333.46 422.99/ 479.54| |0.1| | |147.41|145.42152.84| 167.96 205.15 245.85| 287.97| 379.09| 429.76
Il |140.62135.80| 149.73 184.74| 244.06| 347.10) 391.73| 556.52| 731.76 Il |139.26(130.52| 147.81 182.62| 247.25| 348.99 396.14| 552.83| 737.42)
Il |134.98)126.52138.99 197.52 258.06| 362.92| 511.86| 668.66| 895.18 Il |140.10| 125.66| 142.88 200.32 266.60| 371.37| 520.99 675.04| 907.49
IV [116.54/100.35 ** * * # 12384 160.06 211.31] IV |165.36/131.09)111.73 105.05 110.30| 135.83| 168.97| 217.91| 293.82
0.2| I |174.84[170.32179.46(198.15 246.31| 293.62| 336.28/414.78/507.51| |0.2| | |154.34150.08158.57| 176.72 218.11| 257.30| 298.15 368.28| 453.74|
Il |147.81|141.46| 157.48 196.01] 256.57| 350.54 433.21| 581.35| 756.12 Il |146.96138.61| 155.49 196.26( 260.63| 353.46 438.36| 579.23| 761.42)
Il |144.43)134.92152.62) 210.36 281.48| 393.28 540.90 716.93] 913.98 Il |149.40)134.87|155.77) 213.36 289.19 404.90| 556.13) 728.97| 923.68
IV [131.84/104.09 ** * = 1107.11| 134.64 183.01] 233.14) IV |185.30| 146.82| 124.64| 116.52) 124.85| 149.48| 189.38 248.68| 324.44)
0.3| | |178.86174.28)183.33 202.86) 246.40 300.03| 354.10 434.50/518.11| |0.3| | |158.85 153.55/162.09 180.36 217.48 263.04| 313.32 385.31| 458.56
Il |152.95145.17| 161.03 200.44| 263.20| 355.79 454.44| 603.50| 776.33 Il |152.43)143.57| 159.98 201.01| 266.61| 357.11] 456.77| 602.15| 780.56
Il |151.01|140.19| 159.32) 218.27 293.69 408.04| 566.13) 715.27| 942.02 Il |155.10)141.28| 162.21| 220.98 301.04] 420.15 579.05 770.08| 952.36
IV |14855116.42 ** # 1100.93 118.78 154.26( 199.88 259.18 IV |207.19| 163.58 137.49| 128.45 139.17| 164.48| 214.91] 273.60| 359.43
04| | |179.43/175.46)183.29 202.99 248.29 299.47| 353.28/ 432.78/515.8¢| |0.4| | |159.22154.82162.16| 180.33 219.78| 262.40| 314.13 348.73 456.35
Il |152.22145.54] 160.58 200.91| 265.35| 357.71] 460.92| 610.86| 760.58 Il |152.68144.84| 159.77) 201.72| 267.74| 359.65 462.40| 608.93| 764.93
Il |151.43)139.34| 158.79 216.11] 295.25 409.66| 564.60| 742.28| 941.09 Il |155.53)140.76|161.10| 218.47,302.35 419.97| 576.67 759.17| 956.37
IV |163.16/129.19)107.79 100.14 110.62| 131.32| 170.91] 220.06| 282.55 IV |225.13/180.10,149.75( 139.74 151.07| 179.92| 235.54) 298.40| 388.24]
05| | |175.36/172.12179.58 199.54 242,51 291.57| 345.79| 420.66/515.67| |0.5| | |156.28/153.07|160.21| 178.21] 215.58 257.46| 308.89 374.79| 460.02
Il |149.34|142.89| 157.15 197.21| 261.35| 352.07 452.17| 607.09| 749.93 Il |149.80|142.50| 156.87| 198.03 262.93 354.07 452.77| 604.91 755.09
Il |145.63)133.76|153.37) 206.83 284.12| 393.77| 537.64] 713.06| 907.43 Il |149.17|135.50| 155.26) 209.19 289.74| 401.92| 548.37 726.64| 921.76
IV |177.53/139.85116.86| 108.35 120.59| 143.48| 187.29 239.67| 310.80 IV |240.93/191.53)159.71| 149.10) 162.46| 193.60| 253.76) 320.98| 420.27
0.6| | |167.19/164.42172.61|191.70 232.03 278.84| 333.16 405.10/ 492.13| |0.6| | |150.51|147.50|155.47| 172.77|208.13 248.55| 299.85 363.74| 442.23
Il |141.98136.24| 149.74 187.96| 246.67| 333.07| 429.17| 569.91] 709.42) Il |142.53)135.85| 149.68 188.86| 247.72| 335.34 429.69| 568.05| 713.58
Il |136.23)124.27|143.46) 192.75 265.70| 368.16) 501.30| 661.34| 848.74 I |139.11|125.74| 144.98 194.42 269.92| 374.53 511.26| 672.23| 861.67
IV [190.07|149.10| 124.74| 116.23 128.75| 152.66| 199.81] 257.62| 332.90 IV |252.69200.10,166.61| 156.52 170.26| 201.90| 264.86) 338.34| 441.53
0.7| | |159.37/155.34)162.37| 181.70| 219.28 263.40| 313.41| 387.07|462.57| |0.7| | |144.87|140.89147.95 165.22 198.88 263.40| 284.91] 350.90| 419.95
Il |132.92125.95(138.83 174.34] 229.98| 308.49 397.17| 528.32| 661.19 Il |133.32/125.80| 138.93 175.14] 230.76| 310.13 398.21| 527.50| 665.34
I |123.11)112.21]129.17) 173.54 240.65| 337.10| 453.64| 604.41| 775.34 Il |125.23)113.28|130.46) 174.93 244.27| 342.04] 460.79| 612.47| 785.09
IV |199.78| 155.47|130.26| 121.68 134.63 160.18| 209.69 270.21| 346.17 IV |258.92/202.87|169.77| 159.50 173.88| 206.66| 271.39 346.66| 448.02
0.8| | |148.49144.04)151.56(169.90 204.19 245.76 292.35/357.20/ 431.24| |0.8| | [136.50132.28139.52| 156.15 187.55 245.76| 268.76| 327.92| 396.09
Il |120.56114.86| 126.15 160.31] 210.25| 284.17 360.20| 477.84| 601.11] Il |120.82114.81]127.12 160.96| 210.85| 285.41] 360.90| 477.31| 604.09
Il |110.85)100.36|115.34) 154.33 214.13 300.74] 403.23 540.34| 688.10 I |112.45101.14|116.26| 155.42 216.76| 304.15 408.39 546.84| 695.73
IV |203.38157.98 132.34| 124.54) 137.06| 162.68| 212,57 275.04| 352.95 IV |256.31|200.14| 167.41| 158.42) 172.14] 204.04| 267.17| 343.12| 444.21
09| | |137.22/132.63139.82|155.98 188.41 224.81| 268.21|327.37/397.74] |0.9| | [127.70/123.33130.28 145.20) 175.21| 208.21| 249.65 304.26| 369.99
Il |108.66104.07|114.83 145.37| 189.19| 255.82 325.72| 431.0 | 544.49 Il |108.85104.07| 114.96 145.06| 189.64| 255.82 326.32| 430.68| 546.88
T » |101.74] 13525|187.25( 265.51| 353.08 470.35| 600.77 T # |102.40 136.05 189.25( 267.93| 357.08 474.84| 605.96
IV |201.06157.02| 131.81| 123.53 135.94] 161.63| 211.07| 272.07| 346.66 IV |245.56/192.90,161.89| 152.22| 165.80| 196.86| 258.07 329.86| 423.49
Note. **" indicates no gain. Note. **" indicates no gain.
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Table 6 Monte Carlo Simulation results when the propos&dble 7 Monte Carlo Simulation results when the proposed
estimatorT,; is compared to the estimatdr estimatorT,, is compared to the estimatdr
wy—| 01] 02| 03| 04| 05| 06| 07| 08]| 09 wy—| 01] 02| 03| 04| 05| 06| 07| 08]| 09
¢ |SET| ¢ |SET]
0.1| | |164.30/162.04170.17|186.41| 225.19) 273.63 318.27|416.48/473.41] [0.1| | |145.34142.91]150.34| 165.76 201.25 241.72| 283.71| 372.27 422.76|
Il |141.30{137.16| 151.29 185.73| 247.77| 351.46| 396.87| 563.10| 741.51] Il |139.86(131.72| 149.28 183.75| 251.11| 353.73 401.21| 560.08| 747.12)
Il |137.43128.55|141.92| 200.86| 263.88| 369.83| 522.15/ 679.07 910.72 Il |142.01 126.68| 145.84| 202.37| 271.64| 376.86| 528.24] 684.40| 918.32
IV |118.48/105.56 ** * * = 1125.42]162.57| 214.0 IV |168.40133.02 113.61] 106.71| 112.35) 138.09| 171.15| 222.02] 279.44)
0.2| | |169.22(164.43 173.74/191.94| 237.26) 283.01| 325.54{401.66|492.17| [0.2| | |149.44) 144.84 152.99 170.90| 209.80 247.94| 288.51| 355.91| 438.58)
Il |146.42140.67| 157.02 194.23| 256.77| 349.22| 431.44| 580.83| 757.19 Il |145.59 137.80| 155.01] 194.71| 260.76| 352.53 436.69| 579.70| 761.35
Il |144.94) 134.99| 153.20| 210.47| 282.25| 393.85| 543.97| 717.48| 920.49 Il |149.03 133.54] 155.58| 211.23) 288.36| 402.60| 553.84] 723.93 922.12
IV [134.04117.32 * * = 1108.93| 136.67| 185.99) 236.66) IV |188.53148.72 126.73 118.13| 126.62 152.41| 192.27| 253.35 328.86|
0.3| | |168.71/163.74172.99 191.54| 232,10/ 281.87| 333.45(407.94/489.82| [0.3| | |150.07| 144.53 152.80| 170.30| 204.83 247.52| 295.52| 361.88] 432.91|
Il |147.14{139.76| 155.67| 192.73| 254.65 343.14| 437.95| 581.08| 749.47 Il |146.71]138.09| 154.92 193.58| 257.84| 344.89 441.02| 580.43| 754.38
Il |146.06) 134.74] 154.03| 209.81] 233.18| 396.35| 547.58) 718.77| 917.21 Il |148.73 134.21| 155.45| 209.84) 287.19| 404.09| 555.0 | 727.42|918.78
IV |149.80/128.47/100.11] ** |101.37/120.47| 155.25201.64 261.26| IV |208.51| 164.05) 138.74| 128.89| 139.03 166.56| 25.66 | 275.54 359.87
0.4| | |163.25(159.18 167.59183.77 224.98 271.79| 321.96(393.64) 473.0| [0.4| | |145.42141.02148.49 165.50 199.88 239.20| 287.11| 350.73) 418.86|
Il |139.73133.36| 148.84 185.01| 244.59| 328.50) 424.73| 561.31| 707.64 Il |140.20] 132.59| 148.35 185.95( 246.69 330.71| 426.58| 559.47| 711.77
Il |139.74) 127.01] 145.41| 197.85) 270.95| 376.30| 518.17| 675.94| 871.26 Il |141.86) 126.81] 146.01| 197.66) 273.69| 381.30| 523.37| 683.22| 875.16
IV |162.36] 135.92 107.72| 100.04| 109.68 131.46| 169.16| 218.55 281.58 IV |221.71]177.43 148.03 137.60| 148.13 178.21| 231.03| 293.93 381.61)
05| | |153.68 151.0|158.66175.83| 211.75 255.99| 304.54{370.36/452.13  [0.5| | [137.85 135.10 142.12| 157.92| 189.45 227.59| 273.41| 331.58) 405.16|
Il |130.14]125.18| 137.85) 171.75| 227.73 304.54 395.12| 526.53| 658.63 Il |130.45124.88 137.89 172.41| 229.23 307.19| 396.44| 524.90) 662.82)
Il |125.76)114.80| 131.95| 178.34) 246.39| 341.66| 465.45 612.26| 789.09 I |127.21) 114.85| 132.21| 177.97| 248.29| 344.66| 468.77| 615.55| 792.22
IV |172.46|140.33 114.30| 105.17] 116.65 140.05| 180.77| 232.54| 301.70 IV [229.67182.27| 153.0 | 142.04| 154.08 185.10| 240.28| 305.89) 398.49)
0.6| | |140.70|138.80| 146.75162.06| 195.09 236.45 282.72| 343.0|417.54 |0.6| | |127.78 125.60 133.10| 147.23 176.64 212.63| 256.40| 310.51| 377.76|
Il |116.53113.59| 123.84] 154.90| 204.93| 273.57| 356.37| 472.16| 591.84] Il |116.90| 113.38| 124.03 155.66| 205.91| 275.77 357.22| 470.98| 594.70)
Il |110.90 100.53| 115.38| 157.30) 215.80| 300.35| 408.67 537.16| 688.69 I |111.62 100.0|115.44| 156.69 216.72| 302.02| 411.56) 539.55| 691.10)
IV [177.79139.94 117.65| 109.17) 120.37 144.22| 186.37| 240.64| 311.57 IV [229.39| 182,55 152.29| 142.69| 154.53 185.09| 240.15| 307.21] 399.19)
0.7| | |129.70/126.10 132.55149.58 177.75 215.08| 257.43 314.25/380.18  [0.7| | [119.13 11558 121.87|137.22| 163.02 196.13| 236.15| 287.92 348.08)
Il |104.03/100.14| 109.0|137.33| 180.63| 240.87| 312.68| 415.49| 523.70) I 104.27] * |109.23 137.97181.22|242.29) 313.73| 414.96| 526.11]
T o = |133.60| 185.24) 258.53| 351.47| 464.06| 595.42) T wx = |133.30| 185.96 259.46 353.0 | 465.10/ 596.38
IV |178.91| 135.46) 117.81] 109.46| 120.76] 144.66| 186.96| 241.53 311.63 IV |222.81]175.30 147.60| 137.83| 150.17| 179.11| 232.76| 298.37| 386.84)
0.8| | |116.88/113.24119.85/135.13159.69) 193.70| 232.06{282.62|342.43 [0.8| | [108.68 105.16 111.41| 125.46| 148.49 179.11| 215.52| 262.33 317.59)
I o o = 111977 158.24) 212.80| 273.82| 361.75| 454.69 I wx wx = 1120.23| 158.65 212.99| 274.54| 361.38| 456.32)
T o = 1113.23 156.67| 219.80| 298.48| 397.24| 506.82) T wx = 111303 157.10 220.20| 299.43| 398.12| 507.52)
IV | 174.0|140.86) 113.71] 106.67| 117.35 140.40| 181.37| 234.29) 302.86| IV |209.54 163.69 137.32| 129.39| 141.03 168.18| 217.93| 279.63 363.49)
09| | |105.73/101.54 107.40/120.34 143.32173.41| 207.59| 253.34306.09 [0.9| | [100.05 101.54 101.09 113.19| 134.89 162.45| 195.18| 237.99| 287.66|
I o o = 1103.73137.32| 182.59] 237.85| 312.02| 391.95| I wx wx = |104.06( 137.61| 183.21| 238.41| 311.82| 393.15|
T o o = |132.98| 187.26| 250.32| 336.43| 430.48 T wx = |109.51| 133.25187.47| 250.79| 337.01| 430.48
IV |163.85128.33 107.93 100.65| 110.64 132.25| 171.50| 221.13 285.08) IV [190.81| 150.13 126.23 100.65| 128.73 153.38| 199.50| 255.99 331.80

Note. **" indicates no gain.

Note. **" indicates no gain.
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Fig. 4 Mutual Comparison of Proposed Estimatofg Fig. 5 Mutual Comparison of Proposed Estimatofg
(i, j =1,2) when compared with the estimatfrfor ¢y = 0.5 (i, j =1,2) when compared with the estimat®rfor ¢y = 0.9
for set II. for set Il.

(3) From Table4, whenTsq is compared with the estimatdr, we see that
(@) E11(2) increases ag increases for all choices qf.
(b) For fixed choices of as( increases the value & ;(2) increases.
(c) Aspisincreasedt;;(2) decreases.
(4) From Tables, whenTy, is compared with the estimatdr, we observe that
(a) Ei12(2) increases for all the sets @sncreases for all choices f.
(b) Asy increaseg;,(2) also increases for all sets except for some of the combimstdp and .
(c) No fixed pattern is observed f&(2) asy is increased.
(5) From Tables, whenTa,iis compared with the estimatdy, it can be seen that
(a) For all choices ofy the value ofE;(2) first increases and then decreaseg ascreases for all sets except for
set IV.
(b) For different choices ap asy increases, the value &1(2) also increases for set |, Il and IlI.
(c) Forset IV,E,1(2) first decreases ap increases and then increases for all choiceg. of
(d) As for all choices ofp and aspu increases, the value &1(2) decreases.
(6) From Tabley, it can be concluded that

(@© 2015 NSP
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(a) Ex2(2) firstincreases ag increases and then decreases for different choicgsfof all the four sets.
(b) Asy increaseg;,(2) also increases for all sets and for all choicegof
(c) Forset IVEx»(2) first decreases and then increaseg/aiscreases for all choices gf
(d) No fixed behaviour is observed fBp»(2) as portion of sample drawn afresh at current occasion isegea

(7) The mutual comparison of the four proposed estimaligr$i, j = 1,2) in Figure2 to Figure5, show that the estimator
To2 comes out to be the best estimator amongst all the four peapestimators when they are compared with sample
median estimatoMy(n), since it is the most consistent and having greater precisit whenT;; (i,j = 1,2) are
compared with estimatat, Ty» comes out be the best as it possess largest gain over otlprseiestimators and
considerably consistent in nature for all combinationgofy and . It has also been found that the percent relative
efficiency of the estimatoF;, increases as the fraction of sample drawn at current oatdsicreases and vice versa
which exactly justifies the basic principles of samplingrosgccessive occasions.

11 Conclusion

From the preceding interpretations, it may be concludetttizause of exponential ratio type estimators for the egtona

of population median at current occasion in two occasiorcesgive sampling is quite feasible as vindicated through
empirical and simulation results. The use of highly cotedauxiliary information which is dynamic over time is high
rewarding in terms of precision. The mutual comparison efgloposed estimators indicates that the estimatorsingliz
more exponential ratio type structures perform betterast &lso been observed that the estim@gin which maximum
utilization of exponential ratio type structures have beensidered, has turned out to be the most efficient amonheall t
four proposed estimators when comparison is made with samptian estimator anfi, is most suitable amongst all
when they are compared with the estimatoiHence, when a highly positively correlated auxiliary imf@mtion which is
dynamic over time is used, the proposed estimators may beweended for their practical use by survey practitioners.
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