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Abstract: Ontology, as a model of knowledge store and represent, hdslywvused biology science, chemical science and social
science. In this paper, by virtue of the ontology graph $tmgcanalysis, we present several bounds for the ontologgnpater which
used to measure the characteristics of ontology. The seadttieved in this article illustrate the promising applma prospects for
ontology algorithms.
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1 Introduction algorithm. Gao and Liang6] argued that ontology
function can be given by optimizing NDCG measure, and
The terminology “Ontology” comes from philosophy, and applied such idea in physics education. Gao and Gho [
used to describe the essence of things. Ontology hadbtained the ontology function using the regression
introduced in computer science as a shared conceptuapproach. In Huang et al.8][the proposal was getting
model. Now, it has been applied in image retrieval, ontology function based on half transductive ranking. Lan
knowledge management, information retrieval searchet al., P] explored the learning theory approach for
extension, information systems, collaboration, andontology similarity computation in a setting when the
intelligent information integration. Ontology, as an ontology graph is a tree. Using the multi-dividing
effective concept semantic model, has been widelyalgorithm in which the vertices divided int& parts
employed in many other fields such as social science (focorrespond to th& classes of rates. The rate values of all
instance, see Bouzeghoub et al])[ biology medicine classes are decided by experts. Then, a vertex in earate
(for instance, see Hu et al.2]), and geography science has larger value than any vertex in rabke (where
(for instance, see Fonseca et a)) | 1 < a < blek under ontology functionf. Finally, the
Each vertex on an ontology graph represents asimilarity between two ontology vertices is measured by
concept, each edge on an ontology graph represents the difference of two real numbers which they correspond
relationship between two concepts. Let G be an ontologyto. Thus, the multi-dividing algorithm is reasonable to
graph corresponding to ontology O, the goal of ontologylearn a score function for an ontology graph with a tree
similarity measure is to approach a similarity function structure. Gao and Shil{] raise a new ontology
which maps each vertex to a real number. The similarityalgorithm which consider operational cost in the real
between two vertices is measured by the difference oimplement. Gao et al. 1fl] got an ontology algorithm in
their corresponding scores. The aim of ontology mappingterms of diffusion and harmonic analysis on hypergraph.
is to search the similarity vertices form different
ontologies. Hence, the problem of ontology mapping can  For theoretical analysis of the ontology algorithms.
be transformed to ontology similarity measure. Gao et al., 12 studied the ontology algorithm form
There are some effective technologies for ontologyregression point of view. Gao and XaJ] have studied
similarity measuring. Wang et al.4](first proposed that the uniform stability of multi-dividing ontology algorith
ranking method can be employed in ontology similarity and gave the generalization bounds for stable
calculation. Huang et al., 5] raised fast ontology multi-dividing ontology algorithms. Gao et al.14]
algorithm in order to reduce the time complexity of the researched the strong and weak stability of multi-dividing
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ontology algorithm. Gao and Xulp] learned some minimum ontology parameter. According to the fact that
characteristics for such ontology algorithm. Gao et al.,the connectivity of Gnin is k, there is a vertex-cut
[16] studied the multi-dividing ontology algorithm froma X C V(Gpin), Which satisfies thgdiX| = k.
theoretical view. It is highlighted that empirical Let G1,Gy, -+ ,G, be the components dBmin — X.
multi-dividing ontology model can be expressed asThen, we are sure that each of the ontology sub-graphs
conditional linear statistical, and an approximation tesu Gi,G,,---,G, must be complete. Otherwise, if one of
is achieved based on projection method. Gao et &f, [ them would not be complete, then by adding an edge
investigated the upper bound and lower bound minimaxbetween two nonadjacent vertices in this ontology
learning rate are obtained based on low noisesub-graph we would obtain an ontology graph with the
assumptions. Gao et al.1§] studied the adaptation same number of vertices and same connectivity, but
procedure for ontology algorithm in multi-dividing smaller ontology parameter, a contradiction.
setting. Other analysis can refer ttd]. Next, we claim thatw = 2. Otherwise, ifw > 2, by

All ontology graphs considered in this paper are finite, adding an edge between a vertex from one component
loopless, and without multiple edges. I&be an ontology and a vertex from another compone@i,Gy,:- -, Gy,
graph with vertex se¥ (G) and edge sefE(G). For each  then the resulting ontology graph would still have
vertexv, d(v) denote its degree. For each two vertices connectivity k, but its ontology parameter would
andyv, d(u,v) denoted as the distance betwaeandv. decrease, a contradiction. Therefo€yi, — X has two
The ontology parameter to measure the characteristics afomponent$s; andG,. By virtue of a similar discussion,

ontology is defined as we deduce that any vertex @& andG; is adjacent to any
vertex inX.
WW, (G) = z }{d(u,V)A +d(u,v)?}. Let ny andn, be the number of vertices @ andGy,
{uvicv(e) respectively. Thenn; +n; + k = n and by direct
' computation, we obtain
The ontolo olynomial is defined b
W POy g WV (Gnin)
WG =5 xiv 1, m(m—1)  mp(np—1)  k(k—1)
i = 2{{ > + > += +k(ny+ny)
—|—2A nlnz}
Several r_elated results on ontology parameter and ontology
polynomial can refer tod0], [21], [22], [23], [24] and [25]. o ny(ng—1) N Np(nz—1) n k(k—1) k(g + )

In this paper, we determine the minimum ontology 2 2 2
parameter of ontology graph with fixed connectivity or 447 nio}}
edge-connectivity. And, the ontology graph reach the

2
lower bound is presented. At last, we discuss the — }{{n_+(k_})n+k(k_1)+(2/\_1)n1n2}
conclusions foi < 0. 2 22 2 2
n 1 k(k—1
+{?+(k—§)n+%+(4’\ —1)n1n2}}
2 Main results and proofs 2 1 Kk—1) 2.4
P = %+(k—§)n+ ( 5 )+( —|2— —1)n1n2

In what follows, we denoté& be a connected ontology . ) .
graph with n vertices. It is obvious that the ontology Which for fixedn andk is minimum forn; =1 orn, = 1.
parameter is minimal for any positive real numbeif NS in turn means thaBmin = K¢ V (K1 UKn k-1). By
and only ifG = Kn, and is maximal for any negative real directly calculating, we yield

number A if and only if G = K. In both situation, 1 .nh—1) \

WW (G) = M In the following context, we study WWi (Gmin) = 5{{ 2 +(2' =1 (n—k-1)}
when a ontology graph with a given vertex or n(n—1) N
edge-connectivity has minimum ontology parameter, and Hem— + @ ~1(n—k-1)}}
only consider the situation for > 0 in this section. nn—1) 2+

Theorem 1.Let G be a k-connected, n-vertex ontology -7 2 ( 2 —(n—k-1).

<k<n- .
graph,1 <k <n-—2,andA > 0be areal number. Then Hence, we complete the proofd

n(n—1) 2*+4) Our next result reveals that the edge-connectivity
WW (G) > 5 +( I 1)(n—k-1). version for Theorem 1 is also established. Here, we don’t
consider the case df = n— 1, sinceK, is the only
Equality holds if and only if G2 Ky V (K1 UKp_i_1). (n—1)-edge connected ontology graph.

Proof. Let Gmin be the ontology graph that among all Theorem 2.Let G be a k-edge connected, n-vertex
ontology graphs withn vertices and connectivitk has  ontology graphl < k < n-—2, andA be a positive real
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number. Then
n-1) 2" +4
+(
2 2
Equality holds if and only if G2 Ky V (K3 UKp_k-1).

WW (G) = il —1)(n—k—1).

Proof. We now denoteGnin as the ontology graph that
among all ontology graphs withn vertices and
edge-connectivityk has minimum ontology parameter.
Let X be an edge-cut dbmn with |X| = k. ThenGpin — X
has two component§; andG,. Both G; andG,; must be
complete ontology graphs. LetV(G;)| = my and
[V (Gz)| = ny. Then we havey +ny =n.

> M

Fig. 1: Fig. 1 The avoiding induced subgraph

F

Theorem 3.Let G be a k-connected, n-vertex ontology
graph,1<k<n-2,andA < 0be areal number. Then

nn—1) 2" 44
+
2 2

WW, (G) < —1)(n—k—1).

Let SandT be the set of the end-vertices of the edgesgquality holds if and only if G2 KV (Ky UKq_k_1).

of X in G and inGy, respectively. Denotd/ (G;) — § =
a; and|V(Gy) — § = ap. There are

n(n—1) m(np—1)
2 2

pairs of vertices at distance 1, aagh, pairs of vertices at
distance of 3. All other vertex pairs, i.e.,

nin—-1
D B G|~ arce

are at distance 2. Therefore,

WV\A(Gmin)
. 1 nl(nl—l) nz(nz—l)
= s+
nin-1) | n(n—1) n(np—1)
2 2 2
_alaz]}+{[n1(n12— 1) nz(nzz— 1)

n-1) | n(n—1) np(n2—1)
2 2 2
—aa]}}
1 n(n—
= SH@ -)=
+(3" —2Maap) +{(4* — 1)

—I—(4)\ — 1)n1n2 + (9/\ — 4)\ )alaz}}
22 +40  nn—-1) 2244
A+ 47 3+ 42
2

which for fixedn andk is minimum forny =1,a; =0
orn; =1, a, = 0. This, as in the first theorem, implies
Gmin = Kk V (K1 UKp—k-1). Hence,

+ k] + 3/\ a;ap

+2'| +K

+ k] + 9 aiap

AL +k

)

— 2~ 1k+ (2" - 1)m,
n(n—1)
2

— (4 -1k

+( —1)mnz +( )ayay.

nn—1) 2" +4
2 +( 7 1
The desired bound is established

WW (G) >

)(n—k—1).

Theorem4.Let G be a k-edge connected, n-vertex
ontology graphl < k< n-2, andA be a negative real
number. Then

n-1) 2" +4
+(
2 2

ww (6) < ™ “1)(n—k-1).

Equality holds if and only if G2 Ky V (K1 UKp_k_1).

Theorem 5.Let G be a connected ontology graph with n
vertices and m edges. Let de the degree of;vThe
diameter of G satisfies diai®) < 2 and any induced
subgraph of G is not isomorphic tq A~ or F3 described

in Figure 1. Let L(G) be the line graph of G. We have

W(L(G),x) = (w — M)+ (—m+ % _id?)x.

Proof. The number of vertices oE(G) is m and the
number of edges df(G) is —m+ 3 3, d?.
If diam(G) < 2, then

W(G,X) = (@

—m)x% +mx
Sincediam(G) < 2 andG has nd~, i=1, 2, 3 as its induced
subgraph thediam(L(G)) < 2. Therefore, we deduce

W(L(G),x) = (w —m

Thus, the desired result is obtainedi

Corollary 1.Let G be a connected r-regular ontology
graph with n vertices. Let;dbe the degree of;vThe
diameter of G satisfies digi®) < 2 and any induced
subgraph of G is not isomorphic tq F~, or F3 described
in Figure 1. Let L(G) be the line graph of G. We have

. . . 2
Based on the tricks presented in above section, we get v () x) = (M g2 (M T
the following conclusions concem < 0. (L(G),x) 4 ( 2 X+ 2+t x
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Proof. Since G is an r-regular ontology graph witn remaining(g) — w pairs of vertices are at distance 1.
vertices, the number of edges@fis m= & andd; =r. Therefore
By virtue of Theoren®, we get

k 1
nronr nrnr? W(G(n, p.k),x) = %X
W(L(G),x) = Z(E—?’) tg 5% +(<n) B kp(p—l))x.
Theorem 6.If ontology graph is a tree T with vertices,v 2 2
;ﬁen Vo and d is the degree of vertex, ¥ =1,2,---,n Thus, the desired result is obtained
D odi(di —1) P
W(L(T),x) = (zii)x Theorem8.Let g, i =1,2,--- .k, 0 <k <n-—2 be the
i= 2 edges of complete graph,Kncident to a vertex v of K
+ 3 (0 — 1)(d] — 1)y Let Ky(k) be the ontology graph obtained from, Kia

deleting the edges,a =1,2,--- ,k. Then

Proof. Edges ofT will be the vertices oL(T). For each
vertexv; there ared; edges incident to it. These edges form W(Kn(K),x) = kx2+( 2 —k)x.
a complete graph od vertices inL(T). Therfore the sum

di(d - .
Of the distances between thegievertices is4(%-2 5 U= Proof. Letvis adjacent tovy,Vy, -+, Vk in the complete

:n). _ graphK,. Therefore inKp, there arek pairs of vertices
NOW. assumey; andv; be the vertices off . Letxs,  which are at distance 2 and remainifig) — k pairs of
2, '+, Xg-1 be the edges incident t¢ andy, y2, ---,  vertices are at distance 1. Thus, we infer

yd 1 be the edges incidenttg. Wherex, (1<| <d—1)
andyk, (1<k<dj—1)do not have common vertex and n

these are not the edges of the path betwe@mdv;. The W(Kn(K),X) = k@ + ( (2) —k)x.
distance betweex andyy in L(T) is 1+d(v;,v;). Hence,
the sum of the polynomial between all edgaesxy, ---,

Xg -1 incident tov; and all edgeya, 2, -+, yg; -1 incident We finish the proofing. O

tovj is
(ch — 1) (dj — 1)xtraMvi),
Therefore, we infer 3 Conclusion
= di(di—1) . . .
W(L(T),x) = ('ZLT)X In computer science, ontology is defined as a shared
= conceptual model. Currently, ontology has been applied
+ 3 (di - 1)(d — 1)xtHativi) in intelligent information integration, collaborative
i<) information systems, information retrieval, knowledge
We finish the proof. O management, e-commerce and other fields. Our paper,

Two subgraphss; and G, of G with the vertex sets from theoretical point, focuses on a class of bounds for
V(Gy) andV (G,) respectively are said to be independentommogy parameter which can be considered to measure

; _ the properties (such as stability and vulnerability) of
fV(G1)NV(Gy) = 0.

ItV(Gy) (Go) ontology graphs. To the best of our knowledge, these
Theorem 7.Let (Kp)i, i = 1,2,-+- ,k be the k independent results are the first to state in ontology field.

complete subgraphs on p vertices of Ket G(n, p,k) be
the ontology graph obtained from complete graphwa
deleting the edges ¢Kp)i,i=1,2,---  k,1<k< L%J and
0<p<n-1,then

kp(p—1) »
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