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Abstract: In this paper, we establish some recurrence relations for both maagidgbint moment generating functions of generalized
order statistics are established. The recurrence relations for botlinadaaigd joint moment generating functions for order statistics
and record values are deduced. We characterized a generalfai#ssibbution functions through conditional expectation,marginal and
joint moment generating functions of generalized order statistics. $jpesies are discussed.
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1 Introduction recurrence relation of single and product moments of
generalized order statistics from general class of
AR o > c

The generalized order statistics (gOSs) have introduce&“smbu“o.nS 1-F(x) = [ah(x) +b]". K.ha!" et al (2019)
Characterized a general form of distribution functions

by Kamps (1995a). Ordinary order statistics ( = . .
: : X) = [ah(X) 4+ b]® through conditional expectation of
(00Ss),ordinary record values (oRVs), sequential Ordetlc;ual generalized order statistics. Shawky and Bakoban

statistics and ordering via truncated distributions can be

discussed as they are Special cases of gOSs. Balakrishn&%OOQ)characterlzed _general class_ of distributions by
Ipons,|der|ng the conditional expectation of record values.

single and product moments of record values from LomaxKum.ar and. Khan (2.013) obtained some recurrence
distribution. Kamps (1995a, b, 1999) gave SeVeralrelanons satisfied by single and product moments of gOS

gOSs. Ahsanullah and Ragab (1999, 2000) have ' y Y

established recurrence relations for mariginal and jointrecurrence relation of single moments. In this paper, some
moment generating functions from Gumbel and poWerrecurrence relations for both marginal and joint moment
distributions, respectively. Saran and Pandy (2003) gav(generatmg functions of generalized order statistics are

some recurrence relations satisfied by marginal and joing itdabo“ii?i(]jc.mrgr?t ri%g:;gﬁe fLer:S:ilg::: f]:;)rrotr)c(j)g: STaiirSgtliT:iI
moment generating functions of generalized order J g 9

statistics from power function distribution. Haseeb andand record values are deduced. We characterize a general

Hasan (2004) obtained some recurrence relations fog?sesctaot]icondlsmglrmi(r)]gl f;ﬂgthgﬁ] . trrlrr]gtrf:m Coggg'gt‘iil
single and product moments of generalized order P ' 9 y 9 9

statisics from general class of distribution functions of generalized order statistics. Special cases a
1— F(x) = [ah(x) + bl°. Abd EL Baset (2007) obtained discussed. Suppose that the random variable X has a
some recurrence relations for single and product momentglsmbmIon function (df) of the following class of

of generalized order statistics from doubly truncated Burrabsolutely continuous distripution
type Xl distribution. Bakheet and Jawa (2008) obtained a 1—F(x) = [ax? +b]® (1.1)
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and probability density function (pdf)

f(x) = —acp¥~t(ax’ +b)ct (1.2)
From (1.1) and (1.2) we get
(b+axP) f(x) = —acp® 1[1—F(x)] (1.3)

Suppose X(1,n, m, k), X(2,n,m,k), , X(n, n, m, K> 1

of the parameters involved in the parent distribution and
prediction of the future can be derived based on the
moments. Let us denote the marginal moment generating

of Xinmk) BY Mx@nmk(t) and its j-th derivative by

M)

X(rnmk)- Similarly, let Mysnmk(t1,t2) denote the

joint moment generating function oXr,n,mk) and

Xsnmk) and its i,
My (t1,2).

-th partial derivative by

and m being a real number, are n generalized order X(rsnmk)
statistics based on an absolutely continuous cumulative

distribution function (cdf) F(x) with probability density

function (pdf) f(x), then they having joint density funatio
of the form (Kamps 1995b)

Xn) =
k(n?;ivj)(ni”;f[l—F(xi)]"‘f(xi))[l—F(xnnkflf(xn) (14

The pdf of generalized order statistic§; nm) is
given by ( Kamps 1995b)

fonmk(X) = 723 f0O[L— F (0] i [F (Y],

(15)

F10) <x<F 1)

where
Cr1=Tj=1 V), ¥y =k+(n—
andforO<x< 1

_ i[l_(l_x)mlh
oo ={ Ty

j)(m+1),j=1,2,...,n,and forxe (0,1),

m=# —1
m= -1,

Similarly, the joint pdf of the r-th generalized order
statistics X, nmx and s-th generalized order statistics

Xsnmk for 1 <r < s<nis given by and the joint pdf of
X(r,n,m,k) and X(s,n,mk), Kr <s<nis given by
kamps (1995) as follows

fX(r,n,m.,k),X(s,n,m,k) (x,y) = %
[1 = F(0)™gi(F (9) [gm(F (¥)) — gm(F ()] HL - F(y)]*

FOIf(y)

(16)

For 1<r < s<n, the conditional pdf ofXsnmx)
givenX(rﬁnﬁm’@ =XIis

gm(F (X)) - F )]t (y),

PR L= F O™ ¥ gm(F(y) - 17

and the conditional pdf oKy, mk) givenXsnmk =Y
is
(s—1)!
(r—=1!(s—r—1)!

[gm(F (¥)) —gm(F ())]*"

F (g (F(x)[1—F (x)]"gm *(F (x))

(1.8)

2 Recurrence Relations

2.1 Marginal Recurrence Relations

The MGF of the r-th gOX; h mk) IS given by
Menmk(t) = g o €T (0[1— F () g F(oldx  (2.1)

where f(x) and F(x) are given in equations (1.1) and

(1.2) respectively. Then by making use of the
characterization differential equation (1.3), we estdbli

in this section some recurrence relations for marginal

moments of generalized order statistics.
Theorem 1:

Fori=1,2,...,and Kr <s<n-—1, we have

Mr,n,m,k(t)

(1-p)
r+1,n,mk

Mr+1,n,m.k(t) =
t (1) bt

cpy r+1,nmk CPY+1

(2.2)

Proof: From (2.1)

G Lo

Integrating by parts treating*gl,[F (x)] for differention
and the rest of integrand for integration, we have

F ()" +1gm[F (x)]dx

Mr+1nmk

Me- Lamilt) = S5 J5 €1 (01— F 0] 25y HF ()] dx

/ XF (x)[1— F ()] 1dx
Vr+1rl
Using (1.3) for the second part of the right hand side, we
have
Mr+1 n mk(t) = Mr,n,m k(t)
—aeair Jo € (@x-+bxIP) f (x)[1 - F (x)]+2~1gh [F (x)]dx

Simplifying the above equation, we obtain (2.2).

Obtaining moment generating functions (MGF) of the Differentiating (2.2) (j + p) times with respect to t then
gOS allow us to generate the MGF's and then thesettingt=0, we get
moments of the entire sequence of gOS's, the estimation
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“Hp CPYr11 j+p
r+1nmk — CPYis1+ J +p r+1,n,mk
b(b+j) i

2.2 Joint Recurrence Relations

The joint MGF of X nmk and Xsnmk, 1 <r <s<nis
given by
M snmk(t,t2) = mfo Jym LEPTYE(x) f(y)
[1—F()]"gh 1 F ()] [gm(F () — gm(F ()] 1= F (x)]% tdydx (2.4)

By use of (1.3), we establish in this section some
recurrence relations for joint moments of generalized

order statistics.

Theorem 2: For i=1,2,..., and Kr<s<n-1, we
have
Mr,s+l,n,m,k(tlat2) = Mr,sn,m,k(tlatZ)
t (011) bt (0717 p)
- cpyfﬂ Mr‘s+1‘n,m,k(t1’t2) - acwil Mr,s+l,n,m,k(t1’t2) (2.5)

Proof: From (2.4), we have

&S
(r=2)!(s—r)!

F(x))Mghy *[F (]I (x)dx

Mr,s+l,n,m,k(t17t2) =

where
109 = 2@ () [gm(F(¥)) — am(F (0)]° " [L~ F (y)] %2 dy

Integrating 1(x) by parts treating
€2Y[gm[F (Y)] — gm[F (x)]3"for differention and the rest of
integrand for integration, we have

(2.6)

= S 2 (y)[am(F(Y) — Om(F ()" 2L~ F(y)] b2y

N € [gm(F (V) = am(FOO)IS T [1-F(y)srady  (27)

Vr+1

Substituting from (2.7) into (2.6) we have

Cs
Yor1(r—1D)!(s—r—1)!

Mr,s+1,n,m,k(tl>t2) =
/ T e () F I
0 Jy=x

ghn HIF (0] [gm(F () — gm(F (x))]%~H1— F(y)] %1~ dydx

t2Cs
Yora(r —21)I(s—

Al e o F e

g [F(¥)][gm(F (¥)) —gm(F ()] "[1— F(y)]*dydx

Mrsn mk(tlatz)
JEPFRYE (x) f (y)[1— F (x)|™

Mr ,s+1,n,m, k(tlatz) =

t2Cs
acpywl(r2 Dl(s—r)! fO fy X any byl

g IF(][Gm(F (¥)) —gm(F (x))]* "[1— F(y)]* dydx

Simplifying the above equation we get (2.5).
Differentiating (2.5) i times with respect tg and (j + p)
times with respect t&y then setting; =t, = 0, we get the
following equation

HI i+p _ —b(b+j) i
rS+1nmk [prr+1+ ] 4 p] 1,5+1,n,mk
CPYr+1 ij+p

CPY i1+ j+p rSnm

a) Remarks:

1) Setting b=1and c=-d in (2.2) and (2.5), we obtain
the marginal and joint recurrence relations of gOS from
Burr XII distribution.

2) Setting b=1and c=-d in (2.3) and (2.8), we obtain
the recurrence relations for single and product moments
of gOS from Burr XII distribution, see Abd El Baset
(2007) in non truncated case.

3) Setting a=b=p=1 and= —yin (2.2) and (2.5) , we
get the marginal and joint recurrence relations of gOS
from Lomax distribution.

4) Setting a=b=p=1 and = —y, m=-1 and k=1 in
(2.3) and (2.8) we obtain the recurrence relations for
record values from Lomax distribution, see Balakrishnan
and Ahsanuallah (1994).

5) Setting a=-1, c=1 and b=1 in (2.2) and (2.4) , we
obtain the marginal and joint recurrence relations of gOS
from from power function distribution (see Abd Al Baset
2007).

6) Setting a=-1, c=1, b=1 m=0 and k=1 in (2.3) and
(2.8), single and product moments of OS from Pareto
distribution (non- truncated case) were obtained by
Khurana and Jha (1995).

3 Characterizations

This section contains a characterization of general class
of distributions which can characterize the special cases
distributions by considering the corresponding
parameters, based on the proposition of Lin (1986).
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Theorem 4.1 [9m(F (%)) — gm(F ()] "[1— F ()2 1gfy (F (x))dydx

The necessary and sufficient condition for a random
variable X to be distributed with pdf given by (1.1) is that w0 o _
pafgiven by (1.1) S o e @ (L~ F (01 H(F ()
Mr+l,n,m,k(t) = Mr,n,m,k(t) 1
[1-F(y]* 1 (x)dx
g bt aep)
cpy r+1,nmk CPY 41 r+1,nmk

(4.1)

Proof: A necessary part follows immediately from - G5 / Y Yy f(x) f(y)
(2.1). on the other hand if the recurrence relation (4.1) is cpysr1(r —)H(s—r)! Jx—oJy—x y y
satisfied, then

[1—F(x)]Mgh H(F(x))

G [ X 1= 10 —
ﬁ/o X (X)[1— F(x)] 1 gh(F (x))dx = [am(F () — gm(F ())]>"[1 — F (y)] ">+~ *dydx

Cq [o e 0 €Y £ () (y)[1— F ()] gk H(F (%))
T ) T RO g (R () AT e T
o e 1 [9m(F () — gm(F )= [1— F(y)] %~ Ldydx (4.3)
_ J X _ Verr1—1nr
oy o ) ETOL-FOM g Fpax
oG [ ., y 100 = Jy? @ ()gm(F (¥)) — Gn(F ()] "L F(9]s-1dy
*m/o X P (X)[1— F (%) gh(F (x))dx Integrating 1(x) by parts treating2Y[1 — F (y)]%+ as a

part for differentiation and the rest of integrand as the par
of integration then substitute in (4.3) and simplify we get

Integrating the first part on the right hand side by parts
treatinge™[1 — F (x)]%+1 for differentiation and the rest of

integrand for integration, we get after simplification that t,Cs © oo Xy
- X
c paeTce=icy Tl A A
T Xl
W/O & gm(F (%) 1
e [1—F(X)]"gm *[F (x)]
[1—F 0P [ = [1=F ()] = &xT(x) — %7 f(x)]dx=0 [om(F(y)) —gm(F())]* "1~ F(y)]*s+ 1
It now follows from proposition of Lin (1986) that 1-F(y)]+ yi(y) I by*~Pf(y) dydx=0
cp acp
f(x) = —acp¥(ax’ +b)*t
which proves that f(x) has the form (1.1). It now follows from proposition of Lin (1986) that

Theorem 4.2
o _ (b+ay?)f(x) = —acpy L1 —F(y)]
In this section, we characterize the general class of
distribution recurrence relation of joint moments. The
necessary and sufficient condition for a random variable hich hat £ has the f 11
X to be distributed with pdf given by (1.1) is that which proves that f(x) has the form (1.1).
Theorem 4.3
M t1,t0) =M t1,t .
rsttnmk(ty, t2) = Mrsnmi(ts,t2) Let X1nmk» X@nmk: - Xnnmk be  generalized
__b M(0»1>1 ((t,t) — btp (0,1Ip> (ta)  (42) order statistics based on continuous distribution fumctio
CRY+1 T SELLM, CHA+1 TLSHLOM, F. Then the conditional expectation of generalized order
statisticsX(y 1. nmk) 9IVENX(rnmk) IS given by
Proof: A necessary part follows immediately from

(2.5). on the other hand if the recurrence E (Xe+1nmk/Xenmk = X) = X[1 — F (x)] ™ ¥ 1t
CS 0 oo Y 1— . .
(r=1)!(s—n)! /o /y=xélx“zyf ) f(y)[L=F )" L F OO B () B [’3 e XW] 4
@© 2013 NSP
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iff X has a general class distribution of (1.1). 5 Applications

Proof: Recurrence relations are useful in reducing the number of
operations necessary to obtain a general form for the
First, we assume that X has general class distributioffunction under consideration. Furthermore, they are used
(1.2). in characterization distributions, which in importantare
permitting the identification of population distribution
From (1.7 ) with s = r+1, we have from the properties of the sample. The results established
in this paper can be used to determine the mean, variance
E (Xt unmk/Xnmk = X)= Y11 — F(x)]™ ¥+ and coefficients of skewness and korosis. The moments
o can also used for finding best linear unbiased estimator
/ yf(y)[1—F(y)]*1 dy (BLUE) for parameter and conditional moments. we are
x planning to estimate the parameters of a special case of
Integrating by parts treating y for differentiation and the the general class of distributions by maximum likelihood
rest of integrand for integration, we obtain method and comparing it by (BLUE).

E (Xr+1,n7m,k/xr.n,m,k = X) = X[l -F (X)]m—w+y,+1+l
% 6 Conclusion
HL-FOO™ 2 [ L F(y)eady
X This paper deals with the generalized order statistics form
Using (1.2) and by using binomial expansion we obtain  general class of distributions Two characterizing results
of general class of distributions have been obtained using

— — _ mM=y+yr1+1 N = X -
E (Xr+1nmk/Xenmk = X)= X1~ F(x)] o marginal and joint moment generating and conditional
S - expectation of generalized order statistics. Specialscase
+[1—F(x)]™ %+t Z) (Cyfﬂrl) bCVHlaj/ yPidy were deduced.
o ] X
17

which leads easily to (4.1).
Second, to prove (4.4) implies X has general class
distribution (1.1), we have
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