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Abstract: We present the existence criteria for solutions of an anti-periodic boundary value problem involving a nonlinear multi-term

Caputo-type fractional integro-differential equation with a Riemann-Liouville fractional integral operator. We also extend our study to

the case of three different types of nonlinearities. Examples are constructed for demonstrating the application of the obtained results.

Keywords: Caputo derivative, Riemann-Liouville fractional integral, anti-periodic boundary conditions, existence, fixed point.

1 Introduction and formulation of the problem

Fractional-order differential and integral operators are found to be of great value as such operators appear extensively
in the mathematical modeling of several problems of applied nature. The importance of these operators owes to their
nonlocal nature in contrast to their integer-order counterparts. Unlike the classical derivative, the fractional derivatives
can be defined in different ways. This fact led to the huge development of fractional calculus and its applications in
diverse ares of natural and social sciences. One can find a theoretical description of the subject in the texts [1]-[4]. For
application details, we refer the reader to the works presented in [5]-[8]. In particular, there has been shown a great interest
in studying a variety of fractional-order boundary value problems, for instance, see [9]-[24]. In the survey paper [25], some
interesting results on anti-periodic fractional-order boundary value problems were presented. In [26], fractional Langevin
equation equipped with anti-periodic boundary conditions was studied. A new concept of dual anti-periodic boundary
conditions was introduced and considered with fractional integro-differential equations in [27].

On the other hand, multi-term fractional differential equations are also important in view of their occurrence in many
real world problems. Examples include Bagley–Torvik equation,[28], Basset equation [29], etc. For some interesting
results on boundary value problems involving multi-term fractional equations, for instance, see [30]-[34].

In this paper, we discuss the existence of solutions for a nonlinear anti-periodic boundary value problem involving
Caputo derivative operators of orders ν ∈ (1,2],ξ ∈ (1,ν) and a Riemann-Liouville fractional integral of order p > 0
given by

λ1
CDνx(t)+λ2

CDξ x(t) = f (t,x(t))+ Iϖ g(t,x(t)), t ∈ [0,T ], (1)

x(0) =−x(T ), x′(0) =−x′(T ), (2)

where λ1,λ2 ∈ R, λ1 6= 0, CDν and CDξ respectively denote the Caputo fractional derivative operators order ν and ξ , Iϖ

denotes Riemann-Liouville fractional integral of order ϖ > 0, f ,g : [0,T ]×R→R are continuous functions.

The rest of the article is organized as follows. Some preliminary definitions and an auxiliary lemma associated with
the linear variant of the problem (1)-(2) are given in Section 2. Section 3 contains the main results, while the case of mixed
nonlinearities is discussed in Section 4. Examples illustrating the obtained results are discussed in Section 5. The paper
concludes with some interesting observations.
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2 Auxiliary material

Let us first recall basic definitions of fractional calculus [1].

Definition 1. The Caputo derivative of fractional order q ∈ (n− 1,n],n ∈ N for a function y ∈ ACn[a,b] is defined by the

following integral CDqy(t) =
1

Γ (n− q)

∫ t

a
(t − r)n−q−1y(n)(r)dr, t ∈ [a,b],

which exists almost everywhere on [a,b].

Definition 2. We define the Riemann-Liouville fractional integral of order q > 0 for y ∈ L1[a,b] as

Iqy(t) =
1

Γ (q)

∫ t

a

y(r)

(t − r)1−q
dr, t ∈ [a,b],

provided the above integral exists almost everywhere on [a,b].

In the following lemma, we solve the linear variant of the problem (1)-(2).

Lemma 1. For a given ρ ∈ C([0,T ],R) and λ1 6= 0, the unique solution of the linear multi-term fractional differential

equation

λ1
CDνx(t)+λ2

CDξ x(t) = ρ(t), (3)

supplemented with the boundary conditions (2) is given by

x(t) =
1

λ1

Iνρ(t)− λ2

λ1

Iν−ξ x(t)− 1

2λ1

Iνρ(T )+
λ2

2λ1

Iν−ξ x(T )+
1

4λ1

(T − 2t)
(

Iν−1ρ(T )−λ2Iν−ξ−1x(T )
)

. (4)

Proof. Applying the fractional integral operator Iν to both sides of the fractional differential equation (3), we obtain

x(t) =
1

λ1

Iνρ(t)− λ2

λ1

Iν−ξ x(t)− c0 − c1t, (5)

where c0 and c1 are unknown arbitrary constants. Differentiating (5) with respect to t leads to the following expression:

x′(t) =
1

λ1

Iν−1ρ(t)− λ2

λ1

Iν−ξ−1x(t)− c1. (6)

Inserting (5) and (6) in the conditions (2) and subsequently solving the resulting system for c0 and c1, we find that

c0 =
1

2λ1

Iνρ(T )− T

4λ1

Iν−1ρ(T )+
T λ2

4λ1

Iν−ξ−1x(T )− λ2

2λ1

Iν−ξ x(T ),

c1 =
1

2λ1

Iν−1ρ(T )− λ2

2λ1

Iν−ξ−1x(T ).

Substituting the values of c0 and c1 into (3) yields the solution (4). The converse of this lemma follows by direct
computation. This finishes the proof. �

3 Existence results

Let C = C([0,T ],R) denote the Banach space of all continuous functions from [0,T ] → R endowed with the norm
denoted by ‖.‖.
By Lemma 1, we can convert the problem (1)-(2) into a fixed point problem U x = x, where U : C → C is defined by

(U x)(t) =
1

λ1

[

∫ t

0

(t − s)ν−1

Γ (ν)
f (s,x(s))ds+

∫ t

0

(t − s)ν+ϖ−1

Γ (ν +ϖ)
g(s,x(s))ds

]

− λ2

λ1

∫ t

0

(t − s)ν−ξ−1

Γ (ν − ξ )
x(s)ds− 1

2λ1

[

∫

T

0

(T − s)ν−1

Γ (ν)
f (s,x(s))ds

+

∫

T

0

(T − s)ν+ϖ−1

Γ (ν +ϖ)
g(s,x(s))ds

]

+
λ2

2λ1

∫

T

0

(T − s)ν−ξ−1

Γ (ν − ξ )
x(s)ds

+
(T − 2t)

4λ1

[

∫ T

0

(T − s)ν−2

Γ (ν − 1)
f (s,x(s))ds+

∫ T

0

(T − s)ν+ϖ−2

Γ (ν +ϖ − 1)
g(s,x(s))ds

]

− (T − 2t)λ2

4λ1

∫

T

0

(T − s)ν−ξ−2

Γ (ν − ξ − 1)
x(s)ds, t ∈ [0,T ].

(7)
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Observe that the existence of a fixed point of the operator U implies the existence of a solution for the problem (1)-(2).
Now we present our first main result which deals with the existence of a unique solution for the problem at hand.

Theorem 1. Assume that:

(H1) f ,g : [0,T ]×R→R are continuous functions such that | f (t,0)| ≤M1 <∞, |g(t,0)| ≤M2 <∞ and M =max{M1,M2}
∀t ∈ [0,T ] and

| f (t,x)− f (t,y)| ≤ L1|x− y|, |g(t,x)− g(t,y)| ≤ L2|x− y|, L1,L2 > 0,∀t ∈ [0,T ], x,y ∈R;

(H2) For L = max{L1,L2},

(LΩ1 +Ω2)< 1, where Ω1 =
1

4|λ1|
[

T ν (6+ν)

Γ (ν + 1)
+

T ν+p(6+ν +ϖ)

Γ (ν +ϖ + 1)

]

, Ω2 =
|λ2|(6+ν − ξ )T ν−ξ

4|λ1|Γ (ν − ξ + 1)
. (8)

Then there exists a unique solutions for the problem (1)-(2) on [0,T ].

Proof. Consider a closed ball Br = {x ∈ C ,‖x‖ ≤ r} and show that U Br ⊂ Br, where the operator U : C → C is
defined by (7) and r ≥ MΩ1(1−LΩ1 −Ω2)

−1, Ωi (i = 1,2) are given in (8). For any x ∈ Br, it follows by the condition
(H1) that

| f (t,x)|= | f (t,x(t))− f (t,0)+ f (t,0)| ≤ | f (t,x(t))− f (t,0)|+ | f (t,0)| ≤ L1‖x‖+M1 ≤ L1r+M1.

In a similar manner, one can find that |g(t,x)| ≤ L2r+M2. Using the foregoing inequalities and the assumption (H2), we
obtain

‖(U x)‖ = sup
t∈[0,T ]

|(U x)(t)|

≤ sup
t∈[0,T ]

{ 1

|λ1|
[

∫ t

0

(t − s)ν−1

Γ (ν)
| f (s,x(s))|ds+

∫ t

0

(t − s)ν+ϖ−1

Γ (ν +ϖ)
|g(s,x(s))|ds

]

+
|λ2|
|λ1|

∫ t

0

(t − s)ν−ξ−1

Γ (ν − ξ )
|x(s)|ds+

1

2|λ1|
[

∫

T

0

(T − s)ν−1

Γ (ν)
| f (s,x(s))|ds

+

∫

T

0

(T − s)ν+ϖ−1

Γ (ν +ϖ)
|g(s,x(s))|ds

]

+
|λ2|

2|λ1|

∫

T

0

(T − s)ν−ξ−1

Γ (ν − ξ )
|x(s)|ds

+
|T − 2t|

4|λ1|
[

∫

T

0

(T − s)ν−2

Γ (ν − 1)
| f (s,x(s))|ds+

∫

T

0

(T − s)ν+ϖ−2

Γ (ν +ϖ − 1)
|g(s,x(s))|ds

]

+
|(T − 2t)λ2|

4|λ1|

∫

T

0

(T − s)ν−ξ−2

Γ (ν − ξ − 1)
|x(s)|ds

}

≤ (L1r+M1)(6+ν)T ν

4|λ1|Γ (ν + 1)
+

(L2r+M2)(6+ν +ϖ)T ν+ϖ

4|λ1|Γ (ν +ϖ + 1)
+

r|λ2|(6+ν − ξ )T ν−ξ

4|λ1|Γ (ν − ξ + 1)

≤ (Lr+M)Ω1 + rΩ2 ≤ r,

which shows that U x ∈ Br for any x ∈ Br. Hence U Br ⊂ Br.
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Next we establish that the operator U is a contraction. For x,y ∈ R, we find that

‖U x−U y‖
= sup

t∈[0,T ]

|(U x)(t)− (U y)(t)|

≤ sup
t∈[0,T ]

{ 1

|λ1|
[

∫ t

0

(t − s)ν−1

Γ (ν)
| f (s,x(s))− f (s,y(s))|ds+

∫ t

0

(t − s)ν+ϖ−1

Γ (ν +ϖ)
|g(s,x(s))− g(s,y(s))|ds

]

+
|λ2|
|λ1|

∫ t

0

(t − s)ν−ξ−1

Γ (ν − ξ )
|x(s)− y(s)|ds+

1

2|λ1|
[

∫

T

0

(T − s)ν−1

Γ (ν)
| f (s,x(s))− f (s,y(s))||ds

+

∫

T

0

(T − s)ν+ϖ−1

Γ (ν +ϖ)
|g(s,x(s))− g(s,y(s))|ds

]

+
|λ2|

2|λ1|

∫

T

0

(T − s)ν−ξ−1

Γ (ν − ξ )
|x(s)− y(s)|ds

+
|T − 2t|

4|λ1|
[

∫ T

0

(T − s)ν−2

Γ (ν − 1)
| f (s,x(s))− f (s,y(s))|ds+

∫ T

0

(T − s)ν+ϖ−2

Γ (ν +ϖ − 1)
|g(s,x(s))− g(s,y(s))|ds

]

+
|(T − 2t)λ2|

4|λ1|

∫ T

0

(T − s)ν−ξ−2

Γ (ν − ξ − 1)
|x(s)− y(s)|ds

}

≤
[ L1(6+ν)T ν

4|λ1|Γ (ν + 1)
+

L2(6+ν +ϖ)T ν+ϖ

4|λ1|Γ (ν +ϖ + 1)
+

|λ2|(6+ν − ξ )T ν−ξ

4|λ1|Γ (ν − ξ + 1)

]

‖x− y‖

≤ (LΩ1 +Ω2)‖x− y‖,

which shows that U is a contractive operator as (LΩ1+Ω2)< 1 by (H2). Thus we deduce by Banach contraction mapping
principle that the the operator U has a unique fixed point, which implies that there exists a unique solution of the (1)-(2)
on [0,T ]. This completes the proof. �

Now we prove an existence result for the problem (1)-(2) by applying Krasnoselskii’s fixed point theorem [35].

Theorem 2. Suppose that f ,g : [0,T ]×R→ R are continuous functions, and the following condition is satisfied:

(H3) there exist µ1,µ2 ∈C([0,T ],R+) with ‖µ‖= max{‖µ1‖,‖µ2‖} such that | f (t,x)| ≤ µ1(t) and |g(t,x)| ≤ µ2(t), for

all (t,x) ∈ [0,T ]×R.

Then the problem (1)-(2) has at least one solution on [0,T ] if Ω2 < 1, where Ω2 is given in (8).

Proof. Consider Kζ = {x ∈ C : ‖x‖ ≤ ζ} with ζ ≥ ‖µ‖Ω1(1−Ω2)
−1, and define operators U1 and U2 on Kζ → C

as follows:

(U1x)(t) =
1

λ1

[

∫ t

0

(t − s)ν−1

Γ (ν)
f (s,x(s))ds+

∫ t

0

(t − s)ν+ϖ−1

Γ (ν +ϖ)
g(s,x(s))ds

]

− 1

2λ1

[

∫

T

0

(T − s)ν−1

Γ (ν)
f (s,x(s))ds+

∫

T

0

(T − s)ν+ϖ−1

Γ (ν +ϖ)
g(s,x(s))ds

]

+
(T − 2t)

4λ1

[

∫ T

0

(T − s)ν−2

Γ (ν − 1)
f (s,x(s))ds+

∫ T

0

(T − s)ν+ϖ−2

Γ (ν +ϖ − 1)
g(s,x(s))ds

]

, t ∈ [0,T ],

(U2x)(t) = −λ2

λ1

∫ t

0

(t − s)ν−ξ−1

Γ (ν − ξ )
x(s)ds+

λ2

2λ1

∫ T

0

(T − s)ν−ξ−1

Γ (ν − ξ )
x(s)ds

− (T − 2t)λ2

4λ1

∫ T

0

(T − s)ν−ξ−2

Γ (ν − ξ − 1)
x(s)ds, t ∈ [0,T ].

Observe that U = U1 +U2 on Kζ . Let us now verify the hypothesis of Krasnoselskii’s fixed point theorem [35].
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(i) For x,y ∈ Kζ , we have

‖U1x+U2y‖= sup
t∈[0,T ]

|(U1x)(t)+ (U2y)(t)|

≤ sup
t∈[0,T ]

{ 1

|λ1|
[

∫ t

0

(t − s)ν−1

Γ (ν)
| f (s,x(s))|ds+

∫ t

0

(t − s)ν+ϖ−1

Γ (ν +ϖ)
|g(s,x(s))|ds

]

+
1

2|λ1|
[

∫

T

0

(T − s)ν−1

Γ (ν)
| f (s,x(s))|ds+

∫

T

0

(T − s)ν+ϖ−1

Γ (ν +ϖ)
|g(s,x(s))|ds

]

+
|T − 2t|

4|λ1|
[

∫

T

0

(T − s)ν−2

Γ (ν − 1)
| f (s,x(s))|ds+

∫

T

0

(T − s)ν+ϖ−2

Γ (ν +ϖ − 1)
|g(s,x(s))|ds

]

+
|λ2|
|λ1|

∫ t

0

(t − s)ν−ξ−1

Γ (ν − ξ )
|y(s)|ds+

|λ2|
2|λ1|

∫

T

0

(T − s)ν−ξ−1

Γ (ν − ξ )
|y(s)|ds

+
|T − 2t|λ2

4|λ1|

∫

T

0

(T − s)ν−ξ−2

Γ (ν − ξ − 1)
|y(s)|ds

}

≤ ‖µ1‖(6+ν)T ν

4|λ1|Γ (ν + 1)
+

‖µ2‖(6+ν + p)T ν+ϖ

4|λ1|Γ (ν +ϖ + 1)
+

ζ |λ2|(6+ν − ξ )T ν−ξ

4|λ1|Γ (ν − ξ + 1)

≤ ‖µ‖Ω1 + ζΩ2 ≤ ζ ,

which implies that U1x+U2y ∈ Kζ .
(ii) In this step we show that U1 is compact and continuous. Continuity of the operator U1 follows from that of f

and g. Furthermore, U1 is uniformly bounded on Kζ as ‖U1x‖ ≤ ‖µ‖Ω1. Next we show that the operator U1 is compact.

Define sup(t,x)∈[0,T ]×Bζ
| f (t,x)| = f1 and sup(t,x)∈[0,T ]×Bζ

|g(t,x)|= g1. Then, for t1, t2 ∈ [0,T ], t1 < t2, we have

|(U1x)(t2)− (U1x)(t1)|

=
∣

∣

∣

1

λ1

[

∫ t1

0

(

(t2 − s)ν−1 − (t1 − s)ν−1
)

Γ (ν)
f (s,x(s))ds+

∫ t2

t1

(t2 − s)ν−1

Γ (ν)
f (s,x(s))ds

+

∫ t1

0

(

(t2 − s)ν+ϖ−1 − (t1 − s)ν+ϖ−1
)

Γ (ν +ϖ)
g(s,x(s))ds+

∫ t2

t1

(t2 − s)ν+ϖ−1

Γ (ν +ϖ)
g(s,x(s))ds

+
(t1 − t2)

2λ1

[

∫ T

0

(T − s)ν−2

Γ (ν − 1)
f (s,x(s))ds+

∫ T

0

(T − s)ν+ϖ−2

Γ (ν +ϖ − 1)
g(s,x(s))ds

]∣

∣

∣

≤ f1

2|λ1|Γ (ν + 1)

(

2|tν
2 − tν

1 |+ 4(t2 − t1)
ν +νT

ν−1|t2 − t1|
)

+
g1

2|λ1|Γ (ν +ϖ + 1)

(

2|tν+ϖ
2 − tν+ϖ

1 |+ 4(t2− t1)
ν+ϖ +(ν +ϖ)T ν+ϖ−1|t2 − t1|

)

,

which tends to zero independent of x ∈ Kζ . Therefore U1 is equicontinuous. So the conclusion of the Arzelá-Ascoli
theorem applies and hence U1 is relatively compact on Kζ .

(iii) As an immediate consequence of the condition Ω2 < 1, the operator U2 is a contraction.

Thus the hypothesis of Krasnoselskii’s fixed point theorem [35] is satisfied and hence its conclusion implies that the
problem (1)-(2) has at least one solution on [0,T ]. This finishes the proof. �

4 Mixed nonlinearities case

Here we consider the following anti-periodic boundary value problem involving three types of nonolinearities:

{

λ1
CDνx(t)+λ2

CDξ h(t,x(t)) = f (t,x(t))+ Iϖ g(t,x(t)), t ∈ [0,T ],
x(0) =−x(T ), x′(0) =−x′(T ),

(9)

where h : [0,T ]×R→R is a continuous function, while the rest of the quantities are the same as defined in the problem
(1)-(2).
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In relation to the problem (9), we define a fixed point operator V : C → C as

(V x)(t) =
1

λ1

[

∫ t

0

(t − s)ν−1

Γ (ν)
f (s,x(s))ds+

∫ t

0

(t − s)ν+ϖ−1

Γ (ν +ϖ)
g(s,x(s))ds

]

− 1

2λ1

[

∫

T

0

(T − s)ν−1

Γ (ν)
f (s,x(s))ds+

∫

T

0

(T − s)ν+ϖ−1

Γ (ν +ϖ)
g(s,x(s))ds

]

+
(T − 2t)

4λ1

[

∫ T

0

(T − s)ν−2

Γ (ν − 1)
f (s,x(s))ds+

∫ T

0

(T − s)ν+ϖ−2

Γ (ν +ϖ − 1)
g(s,x(s))ds

]

−λ2

λ1

∫ t

0

(t − s)ν−ξ−1

Γ (ν − ξ )
h(s,x(s))ds+

λ2

2λ1

∫ T

0

(T − s)ν−ξ−1

Γ (ν − ξ )
h(s,x(s))ds

−(T − 2t)λ2

4λ1

∫ T

0

(T − s)ν−ξ−2

Γ (ν − ξ − 1)
x(s)ds, t ∈ [0,T ].

(10)

Now we present a result concerning the uniqueness of solutions for the problem (9).

Theorem 3. Assume that:

(H4) f ,g,h : [0,T ]×R→ R are continuous functions and there exist L1,L2,L3 > 0 such that

| f (t,x)− f (t,y)| ≤ L1|x− y|, |g(t,x)− g(t,y)| ≤ L2|x− y|, |h(t,x)− h(t,y)| ≤ L3|x− y|, ∀t ∈ [0,T ], x,y ∈ R,

and | f (t,0)| ≤ M1 < ∞, |g(t,0)| ≤ M2 < ∞, |h(t,0)| ≤ M3 < ∞, for all t ∈ [0,T ];
(H5) LΛ < 1, where L = max{L1,L2,L3},

Λ =
1

4|λ1|
[

T ν (6+ν)

Γ (ν + 1)
+

T ν+p(6+ν +ϖ)

Γ (ν +ϖ + 1)
+

|λ2|T ν−ξ (6+ν − ξ )

Γ (ν − ξ + 1)

]

. (11)

Then the problem (9) has a unique solution on [0,T ].

Proof. The proof is similar to that of Theorem 1. So we omit it.

5 Examples

Here we illustrate the results obtained in the previous sections with the aid of examples.

Example 1. Consider the following problem







10 CD1.25x(t)+ 3 CD1.15x(t) = f (t,x(t))+ I2g(t,x(t)), t ∈ [0,3],

x(0) =−x(3), x′(0) =−x′(3),
(12)

where ν = 1.25, ξ = 1.15, ϖ = 2, λ1 = 10, λ2 = 3, T = 3, and

f (t,x(t)) =
e−2t

(t + 5)2

|x(t)|
(1+ |x(t)|) +

1

2
, g(t,x(t)) =

sin t√
49+ t

tan−1x+
1

7
.

Using the given data, we find that Ω1 = 1.623420081, Ω2 = 0.5367382548. From the inequalities:

| f (t,x)− f (t,y)| ≤ e−2t

(t + 5)2
|x− y| ≤ 1

25
|x− y|,

|g(t,x)− g(t,y)| ≤ sin t√
49+ t

|x− y| ≤ 1

7
|x− y|,

we have L1 =
1

25
, L2 =

1

7
and L = max{L1,L2} =

1

7
. Moreover, LΩ1 +Ω2 ≈ 0.7686554092. As all the assumptions of

Theorem 1 are satisfied, therefore, the problem (12) has a unique solution on [0,3].
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Example 2. Consider the following anti-periodic problem:

{

5 CD1.75x(t)−C D1.60x(t) = f (t,x(t))+ I
1
2 g(t,x(t)), t ∈ [0,5],

x(0) =−x(5), x′(0) =−x′(5),
(13)

where ν = 1.75, ξ = 1.60, ϖ = 1
2
, λ1 = 5, T = 5, and λ2 =−1,

f (t,x) =
cost

(2t + 7)
(sin x+ tan−1x)+

2

9
, g(t,x) =

tan−1t

15

( |x(t)|
1+ x(t)| + cot−1x

)

+ e−5t .

Using the given values, it is found that Ω2 ≈ 0.4195559892< 1, ‖µ1‖ = (46+ 9π)/126 and ‖µ2‖ = (π2 +π + 30)/30.
Obviously the hypothesis of Theorem 2 holds true and consequently its conclusion applies to the problem (13).

Example 3. Consider the following problem







7 CD1.95x(t)− CD1.55h(t,x(t)) = f (t,x(t))+ I3g(t,x(t)), t ∈ [0,2],

x(0) =−x(2), x′(0) =−x′(2),
(14)

where ν = 1.95, ξ = 1.55, ϖ = 3, λ1 = 7, λ2 =−1, T = 2, and

f (t,x) =
1

t2 + 2
tan−1x+

1

4
, g(t,x) =

e−2t |x|
(4+ t)(1+ |x|) +

1

3
, h(t,x) =

e−3t(sin x+ x)√
t4 + 36

+
1√

t2 + 25
.

With the given data, it is found that Λ = 1.023731638,L1 = 1/2,L2 = 1/4,L3 = 1/3,L = max{L1,L2,L3} = 1/2, LΛ ≈
0.5118658190. Clearly all the assumptions of Theorem 3 are satisfied. Hence there exists a unique solution for the problem
(14) on [0,2].

6 Conclusion

In this work, we have derived the existence and uniqueness results for an anti-periodic boundary value problem involving
two linear Caputo type fractional-order terms together non-integral and integral (Riemann-Liouville type) nonlinearities.
In the mixed nonolinearities case, our problem consists of one linear Caputo type fractional-order term, together with
fractional-order, non-integral and Riemann-Liouville type integral nonlinear terms. Our results are new and contribute to
the existing material on fractional-order anti-periodic boundary value problems.

References

[1] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory and applications of fractional differential equations, North-Holland

Mathematical Studies, Vol. 204, Elsevier (North-Holland) Science Publishers, Amsterdam, London and New York, 2006.

[2] V. Lakshimikantham, S. Leela and J. V. Devi, Theory of fractional dynamic systems , Cambridge Academic Publishers, Cambridge,

2009.

[3] K. Diethelm, The analysis of fractional differential equations. An application-oriented exposition using differential operators of

Caputo type. Lecture Notes in Mathematics 2004, Springer-Verlag, Berlin, 2010.

[4] B. Ahmad, A. Alsaedi, S. K. Ntouyas and J. Tariboon, Hadamard-type fractional differential equations, inclusions and inequalities,

Springer, Cham, 2017.

[5] R. L. Magin, Fractional calculus in bioengineering, Begell House, West Redding, Connecticut, 2006.

[6] G. M. Zaslavsky, Hamiltonian chaos and fractional dynamics, Oxford University Press, Oxford 2005.

[7] D. Baleanu, J. A. T. Machado and A. C. J. Luo (Editors), Fractional dynamics and control, Springer, New York, 2012.

[8] H. A. Fallahgoul, S. M. Focardi and F. J. Fabozzi, Fractional calculus and fractional processes with applications to financial

economics. Theory and application, Elsevier/Academic Press, London, 2017.

[9] J. R. Graef, L. Kong and M. Wang, Existence and uniqueness of solutions for a fractional boundary value problem on a graph,

Fract. Calc. Appl. Anal. 17, 499–510 (2014).

[10] G. Wang, S. Liu and L. Zhang, Eigenvalue problem for nonlinear fractional differential equations with integral boundary

conditions, Abstr. Appl. Anal. Art. ID 916260, 1–6 (2014).

c© 2022 NSP

Natural Sciences Publishing Cor.

www.naturalspublishing.com/Journals.asp


356 B. Ahmad, R. P. Agarwal, M. Alblewi and A. Alsaedi : On nonlinear multi-term fractional...

[11] J. Henderson and N. Kosmatov, Eigenvalue comparison for fractional boundary value problems with the Caputo derivative, Fract.

Calc. Appl. Anal. 17, 872–880 (2014).

[12] L. Zhang, B. Ahmad and G. Wang, Successive iterations for positive extremal solutions of nonlinear fractional differential

equations on a half line, Bull. Aust. Math. Soc. 91, 116–128 (2015).

[13] J. Henderson and R. Luca, Nonexistence of positive solutions for a system of coupled fractional boundary value problems, Bound.

Value Probl. 2015:138, 1–12 (2015).

[14] S. K. Ntouyas and S. Etemad, On the existence of solutions for fractional differential inclusions with sum and integral boundary

conditions, Appl. Math. Comput. 266, 235–243 (2015).

[15] A. Guezane-Lakoud, R. Khaldi and D. F.M. Torres, On a fractional oscillator equation with natural boundary conditions, Progr.

Fract. Differ. Appl. 3, 191–197 (2017)

[16] G. Wang, K. Pei, R. P. Agarwal, L. Zhang and B. Ahmad, Nonlocal Hadamard fractional boundary value problem with Hadamard

integral and discrete boundary conditions on a half-line, J. Comput. Appl. Math. 343, 230–239 (2018).

[17] B. Ahmad and R. Luca, Existence of solutions for sequential fractional integro-differential equations and inclusions with nonlocal

boundary conditions, Appl. Math. Comput. 339, 516–534 (2018).

[18] M. Feckan, K. Marynets and J. R. Wang, Periodic boundary value problems for higher-order fractional differential systems. Math.

Methods Appl. Sci. 42, 3616–3632 (2019).

[19] B. Ahmad, S. K. Ntouyas and A. Alsaedi, Existence theory for nonlocal boundary value problems involving mixed fractional

derivatives. Nonlinear Anal. Model. Contr. 24, 937–957 (2019).

[20] J. Liu and K. Zhao, Existence of mild solution for a class of coupled systems of neutral fractional integro-differential equations

with infinite delay in Banach space, Adv. Differ. Equ. 2019:284, 1–15 (2019).

[21] A. Alsaedi, B. Ahmad and M. Alghanmi, Extremal solutions for generalized Caputo fractional differential equations with Steiltjes-

type fractional integro-initial conditions, Appl. Math. Lett. 91, 113120 (2019).

[22] C. Ravichandran, N. Valliammal and J. J. Nieto, New results on exact controllability of a class of fractional neutral integro-

differential systems with state-dependent delay in Banach spaces. J. Franklin Inst. 356, 1535–1565 (2019).

[23] B. Ahmad, A. Alsaedi and S .K. Ntouyas, Fractional order nonlinear mixed coupled systems with coupled integro-differential

boundary conditions, J. Appl. Anal. Comput. 10, 892–903 (2020).

[24] G. Wang, X. Ren and D. Baleanu, Maximum principle for Hadamard fractional differential equations involving fractional Laplace

operator, Math. Meth. Appl. Sci. 43, 2646–2655 (2020).

[25] R. P. Agarwal, B. Ahmad and A. Alsaedi, Fractional-order differential equations with antiperiodic boundary conditions: a survey,

Bound. Val. Probl. 2017:173, 1–27 (2017).

[26] H. Fazli and J. J. Nieto, Fractional Langevin equation with anti-periodic boundary conditions, Chaos Solit. Fract. 114, 332–337

(2018).

[27] B. Ahmad, Y. Alruwaily, A. Alsaedi and J. J. Nieto, Fractional integro-differential equations with dual anti-periodic boundary

conditions, Differ. Int. Equ. 33, 181–206 (2020).

[28] P. J. Torvik and R. L. Bagley, On the appearance of the fractional derivative in the behavior of real materials, J. Appl. Mech. 51

(1984), 294-298.

[29] F. Mainardi, Some basic problems in continuum and statistical mechanics, in: A. Carpinteri, F. Mainardi (Eds.), Fractals and

fractional calculus in continuum mechanics, Springer, Berlin, 291–348 (1997).

[30] S. Stanek, Periodic problem for two-term fractional differential equations, Fract. Calc. Appl. Anal. 20, 662–678 (2017).

[31] Y. Liu, Boundary value problems of singular multi-term fractional differential equations with impulse effects, Math. Nachr. 289,

1526-1547 (2016).

[32] B. Ahmad, A. Alsaedi, Y. Alruwaily and S. K. Ntouyas, Nonlinear multi-term fractional differential equations with Riemann-

Stieltjes integro-multipoint boundary conditions, AIMS Math. 5, 1446–1461 (2020).

[33] Z. Laadjal, B. Ahmad and N. Adjeroud, Existence and uniqueness of solutions for multi-term fractional Langevin equation with

boundary conditions, Dyn. Contin. Discrete Impuls. Syst. Ser. A Math. Anal. 27, 339–350 (2020).

[34] A. Alsaedi, N. Alghamdi, B. Ahmad and S. K. Ntouyas, Nonlocal three-point multi-term multivalued fractional-order boundary

value problems, Mat. Vesnik 72, 66–80 (2020).

[35] M. A. Krasnoselskii, Two remarks on the method of successive approximations(Russian), Uspehi Mat. Nauk (N.S.) 10, 123–127

(1955).

c© 2022 NSP

Natural Sciences Publishing Cor.


	 Introduction and formulation of the problem
	 Auxiliary material
	 Existence results
	 Mixed nonlinearities case
	 Examples
	 Conclusion

