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Abstract: Cardiovascular disease is the predominant cause of death throughout the world. In the present era, many diseases are
caused by gene transformation. Asian Indians have a higher chance of having cardiovascular disease as compared to any other global
population. Identifying relevant and candidate genes for classification of samples is a tedious task when dealing with gene expression
data analysis. The objective of this paper is to find the relevant genes responsible for causing coronary artery disease.In this paper
we developed a novel feature selection algorithm based on fold change and p-value. Instead of selecting genes randomly our proposed
method selects the top ranking candidate genes responsiblefor coronary artery disease. The selected differentially expressed genes
from the feature selection phase are evaluated using the proposed ensemble classifier. The classifier used in this work are support vector
machine, neural network and naı̈ve bayes. The proposed framework is validated by experiments on three publicly available microarray
datasets. The results clearly show that the proposed ensemble classifier performs better when compared to other classifiers. The selected
candidate genes are used for carrying out diagnostic tests and for classifying the patients, which reduces the cost and also improves the
accuracy.
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1 Introduction

Cardiovascular disease is one of the main cause of death
in human life, and is subjective by both environmental
and genetic factors [1]. With the advancements in
microarray tools and technologies it is possible to predict
and diagnose heart disease using microarray DNA data by
analyzing blood cells itself. It has also proven that blood
cells can also provide useful genomic information for
cardiovascular ailments. The World Health
Organization(WHO)has estimated that mortality rate due
to heart disease is about 12 million globally [2]. 25% of
deaths occurs due to heart disease for people in the age
group of 25 to 69 years. Genomics is a method to study
thousands of genes in an organism all at one time. A
microarray is a huge collection of spots that contain
massive amounts of compressed data. Each spot (one
gene) of a microarray contains a unique DNA sequence.

The DNA microarray generates gene expression data.
A microarray database is a repository which contains
microarray gene expression data. Microarrays are the
latest technology to find the expression levels of many

genes at the same time in tissues. Significant information
can be extracted from these genes by using machine
learning techniques. Clinical microarray data can be
analyzed from different perspectives.

One is classification; that is in order to make
predictions and using clustering for finding out different
classes. Next one is about performing dimensionality
reduction which is otherwise known as feature extraction.
A microarray gene expression data set can be represented
in a matrix form, in which each row represents the gene
and each column represents the sample. The cell of the
matrix is the measured expression level of a particular
gene in a sample. By analyzing the gene expression data
the genes which are responsible for causing diseases are
identified.

The microarray gene expression dataset has large set
of genes and lesser set of samples. In order to overcome
this problem, feature selection is needed. Feature
selection is one of the preprocessing step used for
eliminating irrelevant features for classification.
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Feature selection is used in many fields because it
reduces the severe effects of curse of dimensionality and
improves model interpretability by singling out the most
relevant features.

Thanyaluk et al. [3] developed the computational
method which performed robustly and accurately.
Z-Score analysis was used to identify finest set of
candidate genes that categorize the data. Ali Anaissi et
al. [4] designed BIRF (Balanced Iterative Random forest
algorithm) for selecting the most significant genes for
identifying the disease with gene expression microarray
data. He showed that BIRF approach outperforms the
state of the art methods. Ramon et al. [5] used random
forest for classifying microarray data and also proposed a
new gene selection method which is based on random
forest. Yanshi et al. [6] used moderated t-test to figure out
the differentially expressed genes.

Feng Yang et al. [7] discussed and analyzed
multi-criterion fusion for feature selection for data which
is of high dimension and developed a feature subset
selection algorithm for MCF-RFE and showed that
MCF-RCE is better in classification performance. Jihong
Liu et al. [8] proposed a hybrid method for feature
selection which is the combination of both filter, wrapper
method and showed that the hybrid approach performs
better classification.

Revathy et al. [9] proposed a new method of
GA-SVM which is a wrapper approach for ranking the
genes and also used for classification. Lin-kai Luo et
al. [12] proposed an algorithm ISVM-RCE to find feature
genes and showed that it reduces the time for selecting
candidate genes. Han-Yu Chuang et al. [17] described a
method for selecting relevant genes and showed that
RAC(Ranking and Combination analysis) was
robust-efficient approach for identifying relevant genes in
microarray gene data.

Inaki Inza et al. [20] compared the filter and wrapper
approach for gene selection. Smitha et al. [24] described
framework called Clustering-based feature selection and
concluded that the framework produces optimal feature
subset by eliminating irrelevant features and showed the
framework improved classification performance. Huijuan
et al. [26] proposed a new hybrid feature selection
algorithm which combines mutual information
maximization and the adaptive GA which reduces the
dimensionality problem of gene expression data.

Milos et al. [28] proposed a temporal minimum
redundancy and maximum relevance feature selection
approach capable of handling multivariate temporal data
and achieved improvement in accuracy. Sai Prasad et
al. [32] introduced a distributed feature selection strategy
that can be applied for complex high dimensional datasets
and also increased the performance of the classification.

The objective of this work is to find the disease
causing genes for Coronary Artery Disease and to show
that feature selection increases the performance of the
classifier. This paper is ordered as follows: Section2
provides an overview of methods used, Section3 explains

the proposed methodology and Section4 represents
experimental results and the conclusion is given in
Section5.

2 Methods

This section gives a detailed overview of the methods
used for finding informative genes and regarding
ensemble classification.

2.1 Data Collection

The gene expression dataset was taken from the GEO
website. GEO is a publicly available functional genomics
data repository. The three publicly available gene
expression datasets GSE12288, GSE9820, GSE20681 are
used.

2.2 R Language

R is the open source language and Rstudio is the
Integrated Development Environment (IDE). It is used to
do manipulation and analysis of various data in the
datasets. Various plots can be made using R language and
it is utilized for software development activities in data
mining, machine learning and in various fields. It is an
effective, extensible and ample environment for various
statistical computations and graphics. The key features of
R language are that it supports user-created R packages
and we can import data containing variety of file formats
such as CSV (Comma Separated Values), XML(), binary
files.

R language has various data structures. It includes
matrices, arrays, vectors, lists and data frames. There are
many packages available for R and we can use the
package whenever we are in need by using library
(package name) command.

2.3 Hierarchical Clustering

Hierarchical clustering is used for identifying groups in
the dataset. It is used to form a cluster tree to represent
data. Dendrogram is a tree diagram which shows
relationships between similar sets of data. In hierarchical
clustering, the data objects can be represented in
hierarchy form which is useful for visualization and data
summarization. Hierarchical clustering can be categorized
into probabilistic methods, algorithmic methods and
bayesian methods. In bioinformatics, dendrogram is used
to show clustering between genes or samples.
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2.4 Log Transformation of Data

Log transformation makes highly-skewed distributions
less skewed. It makes the relationships clear and makes
the pattern more visible. It describes the relationships
between logs and the geometric mean. It is used for
normalizing the data. Gene expression levels are heavily
slanted in linear scale. In order to make highly skewed
distributions less skewed log transformation is used.
Genes with low expression levels has values in the range
of 0 to 1 and other half has values in the range of 1 to
positive infinity. Log transformation makes the data
makes more symmetrical and therefore a parametric
statistical test provides answer with more accuracy and
relevancy.

2.5 Fold Change (Biological Significance)

Fold change represents a measure. This describes how a
quantity changes from a starting value to end value. The
log2FC is calculated by taking the expression levels of
each genes across two conditions (i.e, treatment and
control).

log2 fold-change= log2(FC)

= log2

{

of ratio of treatment
and control data

}

= log2 (treatment / control)

Fold Change= 2

∣

∣

∣

∣

log2
avgT
avgN

∣

∣

∣

∣

2.6 t-test (Statistical significance)

t-test is one of the parametric method, it is used to verify
the two groups by comparing the mean values. It is used
when the samples fulfill the conditions like normality,
equal variance and independence. Independentt-test and
paired t-test are the two types oft-test. Here, we used
independentt-test because it involves comparison of two
groups that are independent to one another.p-value is
used to measure the strength of evidence against the null
hypothesis. We choose the features that hasp-values less
than 0.05. Sample means, and sample variances ofYjk for
genej have the following two conditions:

Ȳj(1) =
∑K1

k=1Yjk

K1

Ȳj(2) =
∑K1+K2

k=K1+1Yjk

K2

and

S2
j (1) =

∑K1
k=1(Yjk− Ȳj(1))2

K1−1

Fig. 1: Architecture of the proposed approach

S2
j (2) =

∑K1+K2
k=K1+1(Yjk− Ȳj(2))2

K2−1

The formula fort-statistic is given as

Z j =
Ȳj(1)− Ȳj(2)
√

S2
j (1)

K1
+

S2
j (2)

K2

(1)

3 Proposed Methodology

The objective of this work is to identify the
differentially-expressed genes i.e. marker genes which are
responsible for coronary artery disease. The proposed
method has two main phases. Feature selection using
biological significance and statistical significance is done
in the first phase and ensemble of classifiers using
stacking is done in the second phase. Fig.1 shows the
clear view of proposed methodology.

The microarray data is taken as input from the GEO
website and the microarray data is preprocessed and log
transformation of the data is performed.

In the first phase i.e., selection phase, the conditions
of the two classes like control and case is separated. For
each group, mean values are calculated and then
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maximum of means is determined. Fold change for
biological significance is calculated and statistical
significance is calculated usingt-test. Fold change Filter
and p-value filter is applied for filtering the genes and
then filter values are combined to get the final
differentially-expressed genes. In second phase, i.e, the
classification phase, ensemble of classifiers, i.e., stack
model is built by combining the predictions of three
classifiers. Then the output is validated in terms of
performance measures like accuracy, sensitivity, and
specificity.

3.1 Feature Selection using Biological and
Statistical Significance

Feature subset selection works by removing features that
are not relevant. The feature selection method is used for
selecting the top genes which are responsible for causing
CAD. In this algorithm, fold change andt-test are mainly
used for measuring the gene relevancy for samples having
two classes(with CAD and without CAD). In all the
previous work they used either the fold change ort-test
for identifying genes which are differentially expressed,
but in our proposed methodology, we combine thet-test
and fold-change results for finding
differentially-expressed genes.

In general t-test selects genes with less standard
deviation values and fold-change chooses genes with
large differences between healthy and diseased
conditions. From that, we conclude that our selected
genes improves classification performance. The following
steps are used for identifying differentially-expressed
genes from the gene expression dataset which is shown in
Fig. 2.

3.2 Ensemble of classifiers using stacking

Ensemble technique is used to develop a predictive model
by combining various models. In this proposed
methodology three classifiers: support vector machine,
neural network and naı̈ve bayes are integrated to produce
a stacking model which is an ensemble technique. The
differentially-expressed genes that are obtained in the
feature selection phase are given as input to the classifiers
and the performance of the individual classifiers is
recorded and the three classifiers are integrated to produce
an ensemble model. The results show that the ensemble
model performs better when compared to individual
classifiers. The classification phase is shown in the Fig.1.

3.2.1 Differential Expression

A gene is supposed to be differentially-expressed if there
is any difference in read counts among two experimental
conditions which is statistically significant.

P rocedure FSA( f ,G,S)
/ / I n i t i a l i z a t i o n

01 . DE[ ]← { }
/ / D i f f e r e n t i a l l y Expressed genes

02 . D = { f ,G,S}
/ / I n p u t d a t a se t , f = { f1, . . . , fn} ,
/ / G= {G1,G2, . . . .Gm} ,
/ / S= {1, . . . ,k} , k= 2
/ / N o r m a l i z a t i o n ( l og t r a n s f o r m a t i o n )

03 . norm(G)←Gn
04 . log2(G)←Gn

/ / C l u s t e r i n g
05 . HC←{hc1,hc2, . . . ,hck}

/ / H i e r a r c h i c a l C l u s t e r i n g
/ / P a r t i t i o n i n g d a t a

06 . G←Gc+Gt
/ / Gc−C o n t r o l gene , Gt− t r e a t m e n t gene
/ / F i nd ing mean

07 . mc = ∑i xci/nc / / f o r c o n t r o l l e d genes
08 . mt = ∑i xti/nt / / f o r t r e a t m e n t genes

/ / Max of mean
09 . arg maxi(mc,mt)←mmax

/ / Fold change
10 . Fc = mc−mt

/ / s t a t i s t i c a l t e s t
11 . f o r each geneGi ∈G do

12 . t = (mc−mt)/
√

S2
c/nc+S2

t /nt

/ / c a l c u l a t e t va lue and a l s o p−va lue
13 . end f o r

/ / s e l e c t d i f f e r e n t i a l l y e x p r e s s e d genes
14 . Ff =abs(Fc)> FT / / F t h r e s h o l d
15 . FP = Pr < PT / / PT = 0.01
16 . r e t u r n DE / / DE[ ] ←{G1, . . . ,Gn}

Fig. 2: Pseudo-code of the proposed feature selection
algorithm

We have:C1, . . . ,Cm: Normal samples (Control)
T1, . . . ,Tn: Diseased samples (Treatment)

We look for: genes with significant differences
betweenC and T and compare values of geneX from
groupC with those of groupT,

C= {c1, . . . ,cm}

T = {t1, . . . , tn}

Fold change andt-test are used. Using the proposed
feature subset selection algorithm, the 25 genes are found
to be differentially-expressed out of 22,282 for the dataset
GSE12288. 31 genes are differentially-expressed for the
dataset GSE9820 and 26 genes are
differentially-expressed for GSE20861.

3.2.2 Ensemble Classifiers

The classification is the process of predicting the classes
among the huge amount of dataset by using some
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Table 1: Results of differentially-expressed genes for the
microarray datasets

Microarray Number No. of Differentially
Dataset Genes expressed genes
GSE12288 22282 25
GSE9820 20589 31
GSE20861 45015 26

machine learning algorithms. Classification is the most
important technique in microarray technology. This
technique is used for prediction of classes among the
genes or samples. Prediction plays an important role in
biomedical field for disease stage prediction and drug
discovery. An ensemble of classifiers is a set of classifiers
whose individual predictions are combined to classify
new samples. The ensemble method is used to build a
new predictive model and also improves prediction
performance.

3.2.3 Support Vector Machine

SVM is a learning model that is supervised in nature. It
is used for regression and classification. SVM classifier is
used to classify the control and CAD groups based on gene
expression levels from microarray data. SVM learns from
the training dataset and makes correct predictions on the
testing data. SVM is popular because its performance is
good on high dimensional datasets. The formula for SVM
classifier is given as:

[1
n

n

∑
i=1

max
(

0.1− yi(w ·xi−b)
)

]

+λ‖w‖2 (2)

Here,w–denotes the normal vector for hyper plane
λ–represents the tradeoff between increasing the margin-
size and
xi-denotes support vectors.

In our classifier,λ produces very hard margin to
separate the variables. Here, hard margin is used because
our variables are linearly separable. These are the
conditions that the points must lie on the correct side of
the margin is given in the following equations:

w ·xi−b≥ 1, if yi = 1 or (3)

w ·xi−b≤−1, if yi =−1 (4)

3.2.4 Naı̈ve Bayes

Naı̈ve bayes is one of the algorithm used for
classification. It is based on bayes theorem, it is based on
the principle that every feature is classified without
considering any other feature values. The formula for
finding posterior probability is given as:

P(C/X) = P(X/C) ·P(C)/P(X) (5)

where,P(X/C)–likelihood,P(C)–class probability and
P(X)–predictor probability

Table 2: Statistics of heart disease dataset

Datasets Sample Number Number
size of Genes of class

GSE12288 222 22282 2
GSE9820 153 20589 2
GSE20861 198 45015 2

3.2.5 Neural Network

It is a best model for classifying new data. One of its
important feature is to adjust the weights of every feature
in order to predict the correct class in learning phase
itself. It handles noisy data in a better way and also
classify patterns without any training. It mainly has three
rules or steps. That includes: first step is due to high
complexity of data in input and output numbers in
respective layers, it introduces hidden layer. The second
step is if the process or work is divided into number of
small modules, it introduces equal number of hidden
layers. The third step is setting upper bound which is
based on the number of nodes in training data.

The activationa j
l of the jth neuron in thel th layer is

related to the activations in the(l − 1)th layer which is
given as:

a j
l = σ

(

∑
k

wjk
l ak

l−1+b j
i

)

(6)

Here,l–layer,
wjk

l –represents weight matrix of layerl in jth row andkth
column,
b j

i –bias vector in thel layer and
a j

l –activation vector in thel layer.

4 Experimental Results and Analysis

4.1 Data Source

The gene expression dataset was taken from the Gene
Expression Omnibus. Gene expression data are usually
presented in a matrix form.

GSE12288 dataset has 222 samples and 22,282 genes.
Patients who went for coronary angiography are selected
based on the Duke CAD index. 110 patients are affected
with CAD whose CADi value is greater than 23 and 112
patients without CAD whose CADi = 0.

GSE9820 dataset has 153 samples and 20,859 genes.
86 patients are affected with severe triple-vessel CAD and
67 patients are not affected with CAD.

GSE20681 dataset has 198 samples and 45,015 genes.
Expression profiling of all blood cells from patients are
taken before cardiac catheterization. From 198 samples,
99 patients have≥ 50% stenosis by QCA-Quantitative
coronary angiography, 99 patients have luminal stenosis
of < 50% by QCA.
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Fig. 3: Overview of the datasets of coronary artery disease

The statistics of gene dataset is tabulated in Table2. It
gives an overview of the three microarray datasets such as
sample size, number of genes, and number of classes. All
the datasets have control and case classes.

The overview of the coronary artery disease datasets
is shown in Fig.3. It gives information about the number
of cases and controls in the gene dataset. The number of
cases(diseased) are shown in blue colour and the number
of controls(healthy) are shown in orange colour.

4.2 Heat Map

Heat map is used for visualization to present gene
expression data, here the individual values contained in
the matrix are represented as colors. It is in the form of an
array where rows denote genes and columns denote
samples. The heat map gives a visual summary of gene
expression data. In heat map, the darker colors indicate
low activity, and brighter colors indicate high activity.
The difference in colors along with the row is called the
expression pattern of the genes associated with them. If
the genes are randomly ordered, it is difficult to interpret
patterns in the heat map. Therefore, the genes are sorted
so that the two genes having similar expression patterns
are nearer together.

Fig. 4 shows the analysis of differentially-expressed
genes between patients with coronary artery disease and
controls for the dataset GSE12288. Out of 22,282 genes
the 25 genes are differentially-expressed and it is shown
in the heat map. For the dataset GSE9820, 31 genes are
found to be differentially-expressed and for the dataset
GSE20681, 26 genes are differentially-expressed.

4.3 Volcano Plot

For analyzing micro array datasets volcano plot is used,
which gives an overview of interesting genes.

Thex-axis represents the log fold change between the
two conditions. They-axis shows negative log10 of the

Fig. 4: Heat map analysis of differentially-expressed
genes for patients with CAD and controls for the dataset
GSE12288

Fig. 5: Volcano plot of GSE12288

p-values from the statistical test of the comparison. This
shows data points with smallp values which are highly
significant, appears at the top of the plot. Fig.5 shows the
volcano plot for GSE12288. Each dot on the plot
represents the individual gene. The
differentially-expressed genes are shown in blue and red
color. The blue color dots characterize the up-regulated
genes and the red color dots characterize the
down-regulated genes and the black color dots
characterize non-significant genes. In the volcano plot of
GSE12288, 7 up-regulated(blue color) genes are present
and 18 down regulated(red color) genes are present, so
totally 25 genes are differentially-expressed.
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4.4 Stacking

Stacking is one method of ensemble technique. It comes
under supervised machine learning. Stacking Model
combines the prediction of different classifiers in order to
get improved accuracy by combining the predictions of
various models in order to produce optimal model. In this
work, the three classifiers such as support vector machine,
naı̈ve bayes and neural network are used and their
individual predictions are obtained and the predictions of
these classifiers are combined using stacking for
improving the performance measures like accuracy,
sensitivity, and specificity. Table3 shows that the
proposed stacked combo model shows better accuracy,
sensitivity, and specificity when compared to other
classifiers.

4.5 Performance Measures

The performance of the work is evaluated by using some
measures given below.

Accuracy= (TP+TN)/(TP+TN+FP+FN)

Specificity= TN/(TN+FP)

Sensitivity= TP/(TP+FN)

where,
TP=No. of samples classified as true while they were true
TN=No. of samples classified as false while they were false
FN =No. of samples classified as false while they were true
FP=No. of samples classified as true while they were false

The proposed algorithm is tested on GSE12288,
GSE9820, GSE20681 datasets. The developed method
was implemented usingR. The differentially-expressed
genes were given as input the classifiers like SVM, naı̈ve
bayes and neural network. Performance of the stacked
combo model is compared with the individual models.
Table 3 shows the accuracy, specificity, and sensitivity
measures for different classifiers.

From Table3 it is clear that the stacked combo model is
better when compared to other models(SVM, NB, Neural
Network)in terms of accuracy, sensitivity and specificity.

The graph in Fig. 6 shows the comparison of
performance measures for the dataset GSE12288 for the
different classifiers. The accuracy is shown in blue color,
sensitivity in dark red color and specificity in green color.
For GSE12288 dataset the accuracy is 98.25%, sensitivity
is 96.43%, and specificity is 100% for stacked combo
model and it is clear that stacked model performs better.

The graph in Fig. 7 shows the comparison of
performance measures for the dataset GSE9820 for the
different classifiers and it is evident that stacked model
performs better in terms of accuracy, sensitivity and
specificity. For GSE9820 dataset the accuracy is 98.11%,
sensitivity is 100% and specificity is 96.15% for stacked
combo model.

Fig. 6: Comparison of performance measures–GSE12288

Fig. 7: Comparison of performance measures–GSE9820

Fig. 8: Comparison of performance measures–GSE20681

The graph in Fig. 8 shows the comparison of
performance measures for the dataset GSE20681 for the
different classifiers. For GSE20681, dataset the accuracy
is 98.18%, sensitivity is 96.43%, and specificity is 100%
for stacked combo model. From the graph it is clear that
the performance of stacked model is good.
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Table 3: Accuracy measure for various classifiers

Dataset Total Features Classifiers Selected Features Accuracy Sensitivity Specificity

GSE12288 22,282

SVM

25

91.22 89.29 93.1
Naı̈ve bayes 96.49 92.86 100
Neural Net 92.98 92.86 93.1
Stacked combo 98.25 96.43 100

GSE9820 20,589

SVM

31

96.22 100 92.31
Naı̈ve bayes 62.26 40.74 84.62
Neural Net 96.23 100 92.31
Stacked combo 98.11 100 96.15

GSE20681 45,015

SVM

26

94.55 92.86 96.3
Naı̈ve bayes 89.09 92.86 85.19
Neural Net 98.18 96.43 100
Stacked combo 98.18 96.43 100

5 Conclusion

In this work, we propose a novel feature selection
algorithm to identify the marker genes responsible for
causing coronary artery disease and also to show that the
feature selection increases the accuracy of prediction of
the classifiers. The analysis of microarray gene
expression data is a challenging task due to high
dimensionality, redundancy, noisy, and small sample size.
Feature selection is used for removing the curse of
dimensionality problem. In this work, we utilized three
public microarray datasets to identify the genes which are
differentially-expressed in patients with coronary artery
disease and control. The proposed feature selection
algorithm gives suggestions on the biomarkers for the
early detection and prevention of coronary artery disease
for the treatment based on the gene functionality.
Subsequently, different classifiers like support vector
machines, naı̈ve bayes, neural network and stacked
combo model are used to predict the diagnosis of patients
with increased accuracy, sensitivity, and specificity with
minimum number of attributes. Also, the observation
shows that the stacked combo model outperforms the
other three methods. In future, this work can be extended
by incorporating fuzzy learning models and genetic
algorithms to evaluate coronary artery disease prediction.
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