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Abstract: Information retrieval is a complex process that involves understanding the user’s requirements to provide appropriate and
relevant results. This involves combined working of several techniques such as contextual analysis, correlation analysis, sentiment
analysis and a good understanding of the user’s profile. Thispaper presents an effective relevance feedback based information retrieval
model that aids in effective retrieval and organization of results such that information relevant to the users are givenhigh priority.
The user’s profile is constructed and reinforced with their queries and selection responses. This is iteratively performed such that the
user’s profile gets strengthened with better and more appropriate rules. Result organization is performed based on the significance
levels, sentiment and user’s preferences. Experiments on STS Gold Sentiment Corpus indicate effective predictions when compared
with recent models.
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1 Introduction

Exponential growth of information available online has
led to the increase in online data. This, although is an
advantage, it has its own side effects. The huge amount of
information pertaining to all the domains has led to an
information cloud, from which filtering out the necessary
information becomes difficult and tedious. Moreover, web
being an amalgamation of information, has data
pertaining to several domains. A single retrieval contains
results from several domains leading to huge data and
data conflicts. Due to the absence of a regulatory source
in the internet, it can also contain wrong information and
sometimes conflicting and outdated information. These
issues serve as the major drawbacks of during the process
of information retrieval. Fuzzy queries results in large
amounts of data being retrieved from the repository, while
most of the results are not related to the user’s
requirements [1]. The retrieved results usually contains
mixed domains. User’s requirements can be identified
only by understanding the context or domain under which
the query was posted upon. Identifying such components
requires knowledge of the user’s profile. User profile
building refers to identifying the user’s interests and

domains of relevance. This can enable effective domain
based filtering, hence higher correlation towards the
user’s requirements [2]. Learning the user’s interests is
not a standalone and a single level learning process. It
requires continuous user activity monitoring and
recording. It can also be made robust based on user’s
feedbacks. Apart from identifying domains, identifying a
user’s interest also requires their sentiments towards
topics in the domains [3]. This requires identifying the
sentiments of queries and interested results. Maintaining
such user based information leads to fine-tuned and
highly relevant results.

Several contributions related to content retrieval and
sentiment analysis can be found in literature. Some of the
recent researches in this domain are discussed here. Deep
learning based models dealing with cross-media retrieval
is proposed by Jiang et al. in [4]. This models deals with
content retrieval from the internet. However, the proposed
content is not limited to text; it is further extended to
image based retrieval. Other basic content retrieval
models include; a cross-modal multimedia retrieval model
by Rasiwasia et al. in [5] and a multi-view clustering
model by Chaudhuri et al. in [6]. Social networks have
become the current platforms for information collection,
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due to their high adoption levels. A survey on how social
networks impact the information retrieval process is
presented by Bouadjenek et al. in [7]. Several
non-personalized information retrieval models have been
proposed specifically for operating on social networking
data. A logical inference based query expansion model
was proposed by Lioma et al. in [8]. A similar model was
proposed by Jin et al. in [9], incorporating social tags as
the basic profile components. Tag based matching or
similarity infers high correlation. A unified framework to
address complex queries was presented by Mantrach et al.
in [10]. A term enrichment based model was proposed by
Lin et al. in [11].

Cross Lingual Information Retrieval (CLIR) and
Multi-Lingual Information Retrieval (MLIR) models are
also on the raise due to the increase in online documents
in a specific language pertaining to a specific region.
CLIR enables users to retrieve related documents that are
in other languages and are not in the same language as the
input query [12]. A review on MLIR on Indian languages
was presented by Madankar et al. in [13]. A CLIR and
GPS based data retrieval mechanism for effective data
retrieval was proposed by Sharma et al. in [14]. A specific
Marathi based CLIR system was proposed by Savitha et
al. in [15]. Similarity based document retrieval models are
currently being developed in-order to incorporate
relevancy levels to the results obtained from user’s query.
A CASISS model for similarity identification during
information retrieval in semi-structured documents was
presented by Guezouli et al. in [16]. A knowledge based
similarity identification model for information retrieval
was proposed by Burke et al. in [17]. This model uses
semi-structured documents to build their knowledge base
for an FAQ finder tool.

Sentiment analysis also plays a vital role in
identifying the relevancy of the document towards a
user’s query. However, it is not usually considered as a
parameter during the information retrieval process. An
emoticon based sentiment identification model was
proposed by Nirmal et al. in [18]. This method is based
on social networking data and operates on the text and the
emoticons to determine the sentiment levels of the text. A
customer preference mining model based on sentiment
analysis was presented by Zhou et al. in [19]. This model
is based on product reviews and uses the input query
sentiment to retrieve appropriate content for the users.
Similar such models include datamining review analysis
by Hariri et al. in [20], investment trend based model by
Bollen et al. in [21] and a general inquiry system by Stone
et al. in [22].

This paper presents an architecture to effectively
identify and retrieve appropriate results according to the
user’s requirements. The profile builder iteratively build
the user’s profile depending on their query and selection
behaviors. The input query is analyzed and significant
terms from the query are recorded in the user’s profile.
Results from query application are processed, filtered and
sorted according to the user’s profile. Finally user’s

feedback is incorporated into the profile for reinforced
learning.

2 Relevance Feedback based Information
Retrieval

Information retrieval operates on a broad domain, as the
information being retrieved can be any data from the vast
available information existing in the web. Information
relevancy plays a major role in the retrieval process.
Identifying the relevant information is not possible
without monitoring and recording the user’s access
patterns [23]. User profile building plays a major role in
defining the relevancy of the results. This paper proposes
a relevance feedback based information ranking model to
place appropriate and most relevant information at the
top, hence improving the user’s convenience. The
relevance feedback based information ranking model is
performed in four phases; user query processing, analysis
of results retrieved from the web, profile based result
ranking and profile update with reinforcement. The two
major components of the proposed model are the query
and result processing module and the user profile builder.
Figure 1 shows the architecture of the proposed
information retrieval model.

Fig. 1: Feedback based Information Retrieval Architecture

2.1 User Profile Builder

User profile builder aids in building a customized
repository for the user, which aids in providing the most
relevant results. User profile is iteratively built for every
query the user posts and every result the user examines
from the list of results. The structure of a user’s profile is
shown below

The user’s profile records the terms used for searching
and the significant terms in the results preferred by the
user. The user’s preference towards a term might not be
always biased towards a specific polarity. Hence the
contextual polarity of the search result is also maintained
in the profile. Finally, the frequency of preference of the
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Table 1: User Profile
Term Polarity Frequency

Users query term/
Significant term in the
result

Polarity context under
which the term was specified

Number of occurrence

user for a particular term with a specific polarity is
recorded. Hence a single term can have a maximum of
three occurrences in the user profile table; term with
positive polarity, term with negative polarity and term
specified in the neutral context with their corresponding
frequency levels. Hence when a query term is specified or
when a result is selected, the corresponding frequency
levels are updated.

2.2 Query and Result Processing Module

The query and result processing module operates on both,
the query and the results retrieved for the query. The input
query is processed to build the user profile. The retrieved
results are also processed and analyzed to identify their
relevancy levels in accordance with the user’s query and
the user’s profile. These relevancy levels are used to
provide ordered and customized results to the user
according to their preference levels.

2.2.1 User Query Processing and Profile Update

User provides the input query, which serves as the base
for the profile building process. The user query can
comprise of specific terms or lines of text. The proposed
model has been designed to handle both types of queries.
Stop-word elimination is applied on the input query and
the input tokens are added to the user profile builder.
Sentiment level related to the input query is identified and
the term along with the sentiment level are used to update
the user’s profile. A new entry is added to the user’s
profile if the entry is absent, otherwise, frequency of the
available entry is incremented.

2.2.2 Result Analysis and Sentiment Identification

The input query is applied on the web and the retrieved
results are used for analysis. The analysis phase includes
identifying the significant terms, vector creation, term
based polarity identification and significance based
weighing of vectors for result ranking.

Significant Term based Vector Creation
The retrieved results are usually in the form of text,

hence identifying the appropriate and usable content is
required for analysis and ranking. This is done by
identifying the significant terms appropriate to the search
domain. This is done by finding the Term
Frequency-Inverted Document Frequency (TF-IDF) of the

terms. Higher value for TF-IDF indicates higher
significance of the word in the document. TF-IDF is
calculated using eq 1.

t f id f (t,d,D) = t f (t,d)∗ id f (t,D) (1)

Term Frequency (TF) and the Inverted Document
Frequency (IDF) are calculated using (2) and (3) [24]

t f (t,d) =
t f (t,d)

∗
t f (t,d) (2)

where, f(t,d) refers to the number of times the word t is
contained in the document d and count(w,d) refers to the
total number of words contained in the document d.

id f (t,D) = log
N

|d ∈ D : t ∈ d|
(3)

where, N is the total number of documents in the
corpus, and|d ∈ D : t ∈ d| is the number of documents
that contains word t.

The results are tokenized and TF-IDF for each of the
tokens is identified. TF-IDF signifies the importance of
the term in the current context. However, the retrieved
results can contain several determiners and connectors.
Such terms do not have any significance in the text. Such
terms also have a TF-IDF value associated to it. Even
though the value is low, it has to be neutralized so that
accurate significance levels can be obtained. Hence a user
defined threshold is applied on the list and all the terms
with values below the defined threshold are set to zero.
Result vectors are created with the significant terms for
next level analysis.

Term based Polarity Identification
The result vectors are processed to identify their

polarity levels. Polarity identification is performed using
the polarity repository, SentiWordNet 3.0 [25]. The
SentiWordNet being a human annotated data repository,
has very high reliability levels. Polarity identification
process has a major issue associated with it. Not all
elements can be directly provided a polarity level. Under
certain instances, certain terms exhibit positive polarity,
while the same terms can exhibit negative polarity under
other instances. Hence every term in SentiWordNet is
associated with a positive and a negative polarity level.
The polarity level of a term in the result vectors is
selected based on the polarity of the input query.
Positively or negatively polarized queries results in their
corresponding polarity value to be retrieved. If the query
exhibits neutral sentiment, both the polarity values are
considered and the final polarity is identified using eq. 4

Polarityt = Polarity(pos,t)−Polarity(neg,t) (4)

Where Polarity(pos,t) refers to the positive polarity
associated with the term t and Polarity(neg,t) refers to the
negative polarity associated with the term t.

Significance based Weighted Sentiment Identification
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Polarity levels and the significance of the term in the
context are used to identify the sentiment associated with
the result vectors. Sentiment associated with a result
vector v is given by the cumulative sum of the product of
its polarity and its significance (TF-IDF).

Sentimentv = Polarity(t) ∗TFIDF(t)∀v= 1,2...n (5)

Hence the polarity of a more significant term provides
higher impact on the sentiment of the vector compared to
the polarity of a lower significant term. The identified
sentiment value directly corresponds to the rank of the
term in the retrieved results.

2.2.3 Profile based Result Ranking

The sentiment intensity based results ranks the vectors in
terms of their significance. However, their association
with the user’s interests is still not incorporated into the
analysis process. The profile based result ranking module
correlates the retrieved results with the user’s profile to
identify results with high correlation levels. This is
performed in three phases. Vectors with terms contained
in the user’s profile are shortlisted as Level 1 selections.
Vectors in Level 1 are again shortlisted based on the
polarity of the input query and are categorized as Level 2
selections. The final phase sorts vectors in each of the
levels based on their vector sentiment obtained from eq.
5. Level 2 vectors occupy the top slot, followed by Level
1 vectors and then by the other input vectors. The ordered
results are presented to the user.

2.2.4 Profile Update and Reinforcement

User selections are monitored and selection of a result
results in the increase in frequency of the term in the
user’s profile. This relevance feedback updates the user’s
profile, hence building it such that the learning reinforces
the existing rules and creates new rules for effective
identification of the user’s interests [26]. Every search
made by the user impacts the profile, leading to highly
customized results appropriate to the user’s interests.

3 Results and discussion

The proposed architecture was implemented in PySpark
and the results were obtained using the STS Gold
Sentiment Corpus. The ROC plot in figure 2 shows the
prediction level of the proposed sentiment identification
module. It could be observed that, though the true positive
levels were initially low, the levels increase to a
maximum of 0.87, exhibiting effective prediction levels.
Low to moderate false positive levels can be observed
indicating the robustness of the proposed model.

Fig. 2: ROC Plot

The PR plot shown in figure 3 exhibits the retrieval
levels of the proposed model. A high precision and a high
recall level indicates effective prediction. It could be
observed that the proposed prediction model exhibits a
very high precision level of 1 and a high recall level of
0.9. This exhibits retrieval of highly relevant results by
the prediction model.

Fig. 3: PR Plot

Scalability levels of the proposed model is shown in
figure 4. Queries beginning from low complexity to high
complexity are provided to the model and the time taken
for processing was recorded. Query with low complexity
indicates a direct query term. Vagueness in terms are
increased, with increase in complexity levels and query
terms are replaced with multiple term text. It could be
observed that increase in complexity leads to increase in
processing times, due to the higher number of results
retrieved.

A comparison between the emoticon based sentiment
analysis model and the proposed reinforcement based
information retrieval model has been performed and the
resultant metrics are shown in figure 5. It could be
observed that the proposed model exhibits high accuracy
levels, F-Measure levels and TNR levels indicating
efficiency in the prediction process. Very low false
negative rates also indicate lowered error levels in the
prediction process.
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Fig. 4: Scalability Analysis

Fig. 5: Performance Comparison

4 Conclusion

This paper presents an effective information retrieval
model that operates based on user’s feedback in-order to
provide highly correlated results to the user. Every query
and the subsequent selection of result, builds the user’s
profile. This leads to an experience, tailored specifically
for the user. Occasionally the user might also perform
searches out-of-context, therefore result elimination is
avoided. All the results are presented to the user in the
order of relevance. Top results are of high relevance,
while results of low relevance can also be obtained. The
limitations of this model are; it can operate only on
structured data and only on content written in English.
Future extensions of the proposed model can include
operating on semi-structured or unstructured data. This
can also be extended to multimedia content rather than
plain text. Cross lingual retrieval rules can also be
incorporated into the model to enable CLIR.
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