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1 Introduction

The field of fractional calculus has a significant role in various disciplines such as engineering, biomechanics,
electrochemical, etc [1,2,3,4,5,6]. Many real physical systems can be modeled more accuratelyby fractional order
differential equations. Optimal control problem generally is defined as a function minimization over an admissible setof
control and state functions subject to dynamic constraintson the state and control input. The Fractional Optimal Control
Problem (FOCP) is an optimal control problem, in which the performance index or the differential equation governing
the dynamic of the system or both contain at least one fractional order derivative term.

One of the efficient methods for solving the classic nonlinear optimal control problem is measure theory, see e.g.[7,8,
9,10,11,12,13,14,15]. In the present research measure theory approach is extended for solving nonlinear FOCPs.

The most famous fractional derivatives that are applied by researchers are Riemann-Liouville, Caputo and
Grünwald-Letnikov. These fractional derivatives do not satisfy most properties of classical calculus, such as product rule,
chain rule, and Leibniz rule. Khalil et al. (2014) introduced a new well-behaved definition of derivative called
conformable derivative to overcome these drawbacks. This new definition is theoretically easier and more adaptive with
the conventional derivative properties.[16,17,18,19,20,21,22,23]. So this new concept motivated the authors to use
conformable derivatives in solving FOCPs.

In order to solve such problems, first a fractional positive measure is defined, then measure theoretical method
proposed in [10] is developed. In Section 2, we give some preliminaries. In Section 3, the classical FOCP is embedded
into a new space (a space of measures). Then new form of the FOCP is an infinite dimensional linear programming
problem (LPP) in Section 4. At the final stage, this LPP is approximated by a finite dimensional linear programming
problem, where the optimal pair of state and control can be found by the solution of this finite dimensional LPP.
Numerical examples are given in Section 5. In Section 6 we conclude our work.
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2 Preliminaries

Let w = f (t) (t ≥ 0) be a real valued, continuous function andα > 0 be a given real number. Consider the following
definitions: (see [16]).
Definition 2.1 The Riemann-Liouville fractional integral of orderα of the functionf , is defined as

0Iα
t f (t) =

1
Γ (α)

∫ t

0
(t − τ)α−1 f (τ)dτ, t > 0,

whereΓ (.) denotes the gamma function. As a property for the Riemann-Liouville fractional integration we have

0Iα
t 0Iβ

t f (t) = 0Iα+β
t f (t), α,β > 0.

Definition 2.2 The fractional derivative off (t) in the Riemann-Liouville sense is defined as follows

R
0Dα

t f (t) =
1

Γ (n−α)

dn

(dt)n [

∫ t

0
(t − τ)n−α−1 f (τ)dτ], n−1< α < n,n ∈ N.

Definition 2.3 The fractional derivative off (t) in the Caputo sense is defined as follows

c
0Dα

t f (t) =
1

Γ (n−α)

∫ t

0
(t − τ)n−α−1 dn

(dτ)n f (τ)dτ, n−1< α < n,n ∈ N.

Definition 2.4 Let f : [0,∞)−→ R, then the conformable fractional derivative off (t) is defined as follows ([16]).

Tα f (t) = lim
ε→0

f (t + εt1−α)− f (t)
ε

0< α < 1, t > 0. (1)

We write sometimesf α (t) for Tα f (t) to denote conformable fractional derivative of orderα, also if Tα f (t) exists, then
we sayf is α-differentiable.

Let α ∈ (0,1] and f , g beα-differentiable fort > 0, then the following properties can be resulted from Definition 2.4.
( see [?] for more details).

Tα(a f + bg) = aTα( f )+ bTα(g) a,b ∈ R, (2)

Tα(t
p) = pt p−α p ∈ R, (3)

Tα(λ ) = 0, λ is a constant number, (4)

Tα( f g) = f Tα (g)+ gTα( f ), (5)

Tα(
f
g
) =

gTα( f )− f Tα(g)
g2 . (6)

Moreover, in the case thatf is a differentiable function, one can prove that

Tα f (t) = t1−α d f
dt

. (7)

As a special case for certain trigonometric functions, the following formulas can be easily obtained.

Tα(sinat) = at1−αcosat,a ∈ R, (8)

Tα(cosat) =−at1−αsinat,a ∈ R. (9)

Definition 2.5 Let f : (0, t) −→ R be a continuous function andα ∈ (0,1), the conformableα-fractional integral of the
function f is defined as follows:

Ia
α f (t) = Ia

1(t
α−1 f ) =

∫ t

a
τα−1 f (τ)dτ, a ≥ 0. (10)
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Theorem 2.6Let f : [0,∞] −→ R be aα-differentiable function. Letg be a function defined in the range off and also
differentiable, then we have the following rule:

Tα( f og) = (Tα f )(g).(Tα g).gα−1 (11)

Proof : (see [17]).
Theorem 2.7Let f be aα- differentiable function fort > a ,(a ≥ 0) and 0< α ≤ 1, then

Ia
αTα f (t) = f (t)− f (a). (12)

Proof.: Since f is α- differentiable function, by (10) and (7) we have

Ia
α Tα f (t) =

∫ t

a
(τ − a)α−1Tα f (τ)dτ =

∫ t

a
(τ − a)α−1(τ − a)1−α d f (τ)

dτ
dτ = f (t)− f (a).

Now, we recall that by the Riesz representation theorem [10,24], for a function f ∈ C[0,1], there exists a Borel measure
µα such that

µα( f ) =
∫ 1

0
τα−1 f (τ)dτ , 0< α < 1, (13)

whereµα is a positive and linear measure.

3 Problem Statement

Consider the following nonlinear FOCP:
min I(x(.),u(.)) =

∫

J f0(t,x(t),u(t))dt (14)

subject to
xα(t) = g(t,x(t),u(t)), (t,x(t),u(t)) ∈ Ω , (15)

x(t0) = x0, x(t f ) = x1, (16)

where 0< α < 1. Let the trajectory (state)x(t) and the control functionu(t) be vectors inRn andRm, respectively, and let
t be a real non-negative number. Now consider:

(i)J=[t0, t f ] with t0 < t f . This is the time interval in which the FOCP will evolve.
(ii)A bounded, closed, pathwise-connected setA in Rn. The trajectoryx(t) is constrained to stay inA for t ∈ J.
(iii)A bounded, closed subsetU in Rm. The control functions are taken values inU .
(iv)Ω = J×A×U , andg : Ω −→ Rn, is a continuous function.

without loss of generality,J is considered asJ = [0,1].
Definition 3.1 A pair p = (x(.),u(.)), is said to be admissible for the problem (15)- (16) if for all t ∈ J the trajectory
functionx(t) ∈ A is absolutely continuous and the control functionu(t) ∈ U is Lebesgue measurable, also the constrains
of problem (15)- (16) are satisfied.

We denote byW the set of admissible pairs. If we findp∗ = (x∗(.),u∗(.)) ∈ W such that minimizes the performance
criterion (14), thenp∗ is called as optimal solution.

Now, we use an embedding process into a space of measures. In fact, at this stage an admissible pairp=(x(.),u(.)) can
be considered as something else, that is, a transformation can be established between the admissible pairs and some other
entities, and show that this transformation is an injection; one-one mapping, but the new problem is a linear programming
(LP) problem. So one can use all the benefits of solving LP problem. In the following paragraphs this embedding process
is described precisely.

Suppose thatp = (x(.),u(.)) is an admissible pair for the problem (15)- (16) andB is an open ball inRn+1 containing
J ×A. Let φ ∈ Cα(B), whereCα(B) is the space of all real-valued continuouslyα- differentiable functions onB in the
sense of conformable fractional derivative, such that the first derivative is also bounded. Since monomial functions are
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dense in the space ofCα(B),(see Theorem 2.1 from [16] and Weierstrass theorem in [24]), thus monomials depended on
variablest and (or)x, can be considered as functionsφ . Defineφg by

φg(t,x(t)) = φα(t,x(t))

=
∂ α φ
(∂ t)α +

∂ α φ
(∂x)α

∂ α x
(∂ t)α

=
∂ α φ
(∂ t)α +

∂ α φ
(∂x)α Tα(x(t))x(t)

α−1

=
∂ α φ
(∂ t)α +[

∂ α φ
(∂x)α xα(t)x(t)α−1]

=
∂ α φ
(∂ t)α +[

∂ α φ
(∂x)α g(t,x(t),u(t))]x(t)α−1, (17)

where the right hand side of (17) can be obtained by applying (11) and replacingxα (t) by g(t,x(t),u(t)). One needs to
remember thatp = [x(.),u(.)] is an admissible pair. Now, by using respectively equations(10) and (7), we have

Iα(φg) =
∫ 1

0 τα−1φg(τ,x(τ))dτ =
∫ 1

0 τα−1φα(τ,x(τ)) dτ

=
∫ 1

0 τα−1(τ1−α dφ(τ,x(τ)
dτ

)dτ = φ(1)−φ(0) = ∆φ .
(18)

Let consider special spaceDα(J0), which is the space of all real-valuedα-differentiable functionsΨ(t) on J0 in the
sense of conformable fractional derivative with compact support inJ0 = (0,1), that isΨ(0) =Ψ (1) = 0. The functions
Ψ(t) ∈ Dα(J0) are formally considered as

Ψ(t) = sin(2πrt) , r = 1,2, ...

Ψ(t) = 1− cos(2πrt) , r = 1,2, ...

Define
Ψ j(t,x(t),u(t)) = Tα(x jΨ(t))

= x j(t) TαΨ(t)+ g j(t,x,u)Ψ(t), j = 1,2, ...,n
(19)

where the right side of (19) can be obtained by applying equation (5) and replacingTα(x j) by g j(t,x(t),u(t)). Since,Ψ
has compact support inJ0 = (0,1), one can get:

Iα(Ψ j(t,x(t),u(t)) =
∫ 1

0 τα−1Ψ j(τ,x(τ),u(τ))dτ =
∫ 1

0 τα−1Tα(x jΨ (t)) dτ
=

∫ 1
0 τα−1(τ1−α d(x jΨ (τ))

dτ ) dτ
=

∫ 1
0 d(x jΨ (t))dt =Ψ(1)−Ψ(0) = 0.

j = 1,2, ...,n.

(20)

As a special case of choosing functionals on spaceΩ , Walsh functions are introduced as follows which are dependent
only on the variablet:

θs =

{

1 , t ∈ [(s−1)/L,s/L)
0 , o.w

(21)

whereL ∈ N ands = 1, · · · ,L. For these functions we have

Iα(θs) =
∫ 1

0 τα−1θs(τ)dτ =
∫ s/L
(s−1)/L τα−1 dτ = (s/L)α

α − ((s−1)/L)α

α = ∆θs. (22)

Now remember the classical fractional optimal control problem (FOCP) (14)-(16). Many difficulties may arise in
solving this FOCP. The set of admissible pairsW may be empty; the functional measuring performance (14) may not
achieve its minimum even if the setW is nonempty. The necessary conditions for optimality is notclear. To overcome
these difficulties we attempt to change the problem and consider the admissible pairp= (x(.),u(.)) as some new objective.
Let f ∈Cα(Ω), the following mapping is considered:

Λp : f −→
∫ 1

0
τα−1 f (τ,x(τ),u(τ))dτ, p ∈W, (23)
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where this mapping defines a positive linear functional onCα(Ω), that identify each admissible pairp by Λp. Now each
linear positive functionalΛp onCα(Ω), can be represented by a positive Borel measureνα , such that

Λp( f ) =
∫ 1

0
τα−1 f (τ,x(τ),u(τ))dτ ≡ να ( f ),

(see [9,11]). Using these concepts, we can put the FOCP (14)-(16) in its definite form. The positive linear functionalΛp
will be replaced by representing Borel measureνα , thus by considering the cost functional, we seek a minimizing measure
ν∗

α ∈ M+(Ω) (the space of all positive measures onΩ ) which defined by the functional

I : να −→ να( f ∗0 ) (24)

where
να( f ∗0 ) = να(t

1−α f0),

defined over the set of positive Borel measures onΩ , which satisfy

να (φg) = ∆φ , φ ∈Cα(B),
να (Ψ j) = 0, Ψ ∈ Dα(J0), j = 1,2, ...,n
να (θs) = ∆θs, s = 1, · · · ,L.

(25)

So we choose the nonclassical problem (24)-(25) to replace the classical problem (14)-(16). One may consider (24)-(25)
as a linear programming problem. We examine this problem in the next section.

4 Linear Programming

The set of all positive Borel measures ofΩ satisfying (24)-(25) is defined asQ. If one consider the spaceM+(Ω) with
theweak∗− topology, it can be seen from [12] thatQ is compact. In the sense of this topology, the functionalI : Q −→ R
defined by (24) is a linear and continuous functional on the compact setQ, thus attains its minimum onQ.

The linear programming (LP) problem (24)-(25) consisting in minimizingνα( f ∗0 ) on the set of measuresQ of
M+(Ω) described by (25) is an infinite-dimensional LP, the underlying spaceM+(Ω) is not finite-dimensional and the
number of constraints (25) is not finite. So the LP problem(24)-(25) is an infinite-dimensional linear programming
problem. In this section we are going to approximate this infinite-dimensional LP by a finite-dimensional.

Let the set{φi; i = 1,2, · · ·} be countable set of functions whose linear combinations areuniformly dense inCα(B),
remember that the functionsΨ j, j = 1,2, ...,n andθs,s = 1, ...,L defined respectively in (19) and (21), are special cases
of the first functionsφi, i = 1,2, · · · .
Theorem 4.1.Consider the LP problem of minimizingνα( f ∗0 ) over the setQ(M1,M2,L) of measures inM+(Ω) satisfying







να(φg
i ) = ∆φi, i = 1, · · · ,M1,

να(Ψ j
k ) = 0, k = 1, · · · ,M2, j = 1, · · · ,n

να(θs) = ∆θs, s = 1, · · · ,L.
(26)

If M1 → ∞, M2 → ∞ andL → ∞ then
ναQ(M1,M2,L)

( f ∗0 )−→ ναQ( f ∗0 )

Proof : (see [13]).
The first stage of the approximation scheme has been successfully completed. We have limited the number of constraints
in the original linear program, but the underlying spaceQ(M1,M2,L) is not finite-dimensional. In fact now we have a
semi-infinite dimensional LP problem. It is possible, though, to develop a finite dimensional LP whose solution can be
used to construct the optimal pairp∗ = (x∗(.),u∗(.)).

Supposez = (t,x,u) ∈ Ω . A unitary atomic measureδ (z) ∈ M+(Ω), which is supported by the singleton set{z}, can
be characterized by

δ (z) f = f (z), f ∈C(Ω), z ∈ Ω .

Now consider the following important theorem ( see [10]).
Theorem 4.2.The optimal measure in the setQ(M1,M2,L) at which the functionalνα −→ να( f ∗0 ) attains its minimum
has the form

ν∗
α =

M1+M2+L

∑
k=1

α∗
k δ (z∗k) (27)

c© 2018 NSP
Natural Sciences Publishing Cor.

www.naturalspublishing.com/Journals.asp


202 E. Ziaei et al. : The approximate solution of nonlinear fractional...

where the coefficientsα∗
k ≥ 0 andz∗k ∈ Ω are unknowns fork = 1, · · · ,M1+M2+L.

Thus by using(27), the LP problem(24)-(25) changes to the following nonlinear programming problem:

Min ∑M1+M2+L
k=1 α∗

k f ∗0 (z
∗
k) (28)

subject to














∑M1+M2+L
k=1 α∗

k φg
i (z

∗
k) = ∆φi i = 1,2, ...,M1

∑M1+M2+L
k=1 α∗

kΨ j
h (z

∗
k) = 0 h = 1,2, ...,M2, j = 1,2, ...,n

∑M1+M2+L
k=1 α∗

k θs(z∗k) = ∆θs s = 1,2, ...,L
α∗

k ≥ 0 k = 1,2, ...,M1+M2+L

(29)

wherez∗k ∈ Ω .
Let ω = {z1, · · · ,zN} be a countable approximately dense subset ofΩ . A measureν∗ ∈ M+(Ω) as a good

approximation forν∗
α can be found such that

υ∗ =
N

∑
k=1

α∗
k δ (zk), (30)

where the coefficientsα∗
k are the same as in the optimal measureν∗

α in (27), andzk ∈ ω ,k = 1,2, ...,N. (see [9]).

By selectingzi; i = 1, ...,N for sufficiently largeN in ω and considering (30), then the nonlinear optimization problem
(28)-(29) can be approximated by the following LP problem:

Min ∑N
j=1 α∗

j f ∗0 (z j) (31)

subject to














∑N
j=1 α∗

j φg
i (z j) = ∆φi i = 1,2, ...,M1

∑N
j=1 α∗

j Ψk(z j) = 0 k = 1,2, ...,M2

∑N
j=1 α∗

j θs(z j) = as s = 1,2, ...,L
α∗

j ≥ 0.

(32)

By the solution of the finite dimensional linear programmingproblem (31)-(32) one can find the coefficientsα∗
j ( j =

1, · · · ,N), and using the method described in [9], the piecewise-constant optimal control functionu∗(.) can be obtained.
Finally from the following fractional dynamical system

{

xα(t) = g(t,x(t),u∗(t)), t ∈ [0,1]
x(0) = x0,x(1) = x1.

(33)

the optimal trajectory functionx∗(.) can be obtained.

5 Numerical Examples

In this section we solve some numerical examples by applyingpresented method in sections 3 and 4. After obtaining the
optimal piecewise control functionu∗(.), we used Matlab Software to solve fractional order differential equation (33). In
these examples the objective valuesI∗ for α = 1 and the optimal control functionsu∗(.) for some values ofα are shown.
Also by varying the values ofα we obtain different trajectory functionsx∗(.). These examples demonstrate the efficiency
of measure theory technique for solving linear and nonlinear FOCPs.

Example 1

Consider the following fractional optimal control problem(see [25]):

Min I = 1/2
∫ 1

0
(x2(t)+ u2(t))d(t),

(34)
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subject to

xα(t) =−x(t)+ u(t),

x(0) = 1,

0< α ≤ 1.

Let A = [0,1], U = [−0.5,0.5], we have chosenM1 = 4, M2 = 0, L = 10.
By using presented method, the objective value forα = 1 is found asI∗ = 0.1943. The obtained piecewise continuous
control functions forα = 0.8,0.9,1 are shown respectively in Figures 1-3. In Figures 4, the state functionsx(.) are shown
for α = 0.8,0.9,1.

0 0.2 0.4 0.6 0.8 1
−0.35

−0.3

−0.25

−0.2

−0.15

−0.1

−0.05

0
Plot of u as a function of time

Time

u(
t)

Fig. 1. Approximate solution ofu(.) for α = 0.8 in Example 1 .

0 0.2 0.4 0.6 0.8 1
−0.35

−0.3

−0.25

−0.2

−0.15

−0.1

−0.05

0
Plot of u as a function of time

Time

u(
t)

Fig. 2. Approximate solution ofu(.) for α = 0.9 in Example 1 .

Example 2

Consider the following FOCP (see [10]):

Min I =
∫ 1

0
x2(t)d(t),

(35)
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0 0.2 0.4 0.6 0.8 1
−0.35

−0.3

−0.25

−0.2

−0.15

−0.1

−0.05

0
Plot of u as a function of time

Time

u(
t)

Fig 3. Approximate solution ofu(.) for α = 1 in Example 1 .
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0.9
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plot of x as a function of time
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α=.8
α=.9
α=1

Fig. 4. Approximate solution ofx(.) for α = 0.8,0.9,1 in Example 1.

subject to

x(α)(t) = u(t),

x(0) = 0,x(1) = 0.5,

0< α ≤ 1.

Let A = [0,1], U = [0,1], we have chosenM1 = 2, M2 = 8, L = 10.
The value of the objective function forα = 1 is found asI∗ = 0.0359. In Figures 5 and 6 the optimal control functionu(.)
for α = 1 and trajectory functionsx(.) for α = 0.8,0.9,1 are shown, respectively.

Example 3

Consider a two-dimensional nonlinear FOCP as follows (see [10]):

Min I =
∫ 1

0
(x1(t)

2+ x2(t)
2)d(t),

(36)
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0 0.2 0.4 0.6 0.8 1
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1
Plot of u as a function of time

Time

u(
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Fig. 5. Approximate solution ofu(.) for α = 1 in Example 2 .
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Fig. 6. Approximate solution ofx(.) for α = 0.8,0.9,1 in Example 2 .

subject to

x(α)
1 (t) = x2(t),

x(α)
2 (t) = (10x3

1(t)+ u(t)),

x1(0) = 0,x1(1) = 0.1,

x2(0) = 0,x2(1) = 0.3,

0< α ≤ 1.

Let A = [0,1]× [0,1], U = [0,1], we have chosenM1 = 6, M2 = 8, L = 10. The objective value forα = 1 is found as
I∗ = 0.0311. In Figures 7- 9, respectively we have shown the optimalcontrolu(.) for α = 1 and trajectory functionsx1(.)
andx2(.) for α = 0.8,0.9,1.
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Fig. 7. Approximate solution ofu(.) for α = 1 in Example 3 .
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Fig. 8.Approximate solution ofx1(.) for α = 0.8,0.9,1 in Example 3.
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Fig. 9.Approximate solution ofx2(.) for α = 0.8,0.9,1 in Example 3.
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Example 4

This example is linear time invariant fractional optimal control problem that can be found in [26] and stated as follows.
We are going to find the optimal pairp∗ = (x∗(.),u∗(.)), which minimizes the quadratic performance index

I = 1/2
∫ 1

0
(x2(t)+ u2(t))d(t),

(37)

and satisfies:

xα(t) =−x(t)+ u(t),

x(0) = 1,

x(1) = f ree,

0< α ≤ 1. (38)

We examined the solution of this example for different values of α. For this purpose,α is taken between 0.1 and 1. We
need to mention that in this example, the final state is free, so the transversality conditions are totally different. To consider
this situation in linear programming problem (31)-(32), in the right-hand side of the firstM1 equations in (32), where we
have∆φi = φi(1)− φi(0); i = 1,2, ...M1, one needs to assumeφi(1)’s are also unknown variables. These variables must
be found from solving linear programming problem (31)-(32). As Example 1, we assumedA = [0,1], U = [−0.5,0.5],
and we have chosenM1 = 4, M2 = 0, L = 10. The state functions for different values ofα are shown in Figure 10. The
piecewise continuous control functions for someα (α = 0.1,α = 0.3,α = 0.5) are shown respectively in Figures 11-13.
The state functions shown in Figure 10, compared by Figure 1 in [26], show that the presented method, though simple and
straight forward, achieves good results.
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0.7
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0.9

1
Plot of x(t) as a function of time for different values of α=(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1)

time

x(
t)

Fig. 10. Approximate solution ofx(.) in Example 4 for different values ofα (yellow: α = 0.1, blue:α = 0.2, green:α= 0.3, red:α =
0.4, dotted-blue:α = 0.5, dashed-blue:α = 0.6, solid-cyan:α = 0.7, dashed-dotted-blue:α = 0.8, solid-black:α = 0.9, solid-

magenta:α = 1).
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Fig. 11. Approximate solution ofu(.) for α = 0.1 in Example 4.
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Fig. 12.Approximate solution ofu(.) for α = 0.3 in Example 4.
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Fig. 13. Approximate solution ofu(.) for α = 0.5 in Example 4.
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6 Conclusion

In this paper, a direct extension of measure theory approachto solve nonlinear fractional optimal control problems is
illustrated. By applying an embedding process and using theproperties of positive Borel measure, functional analysisand
linear programming, we present a new and useful technique for solving FOCPs. The most important characteristic of the
proposed measure theory approach is its simplicity in dealing with nonlinear FOCPs. Computer simulations for different
examples show that the proposed method is easy, linear and less time-consuming.
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