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#### Abstract

In this paper, we establish the existence of infinitely many homoclinic solutions for a class of fractional Hamiltonian systems. Our main techniques are based on Fountain Theorem and dual Fountain Theorem.


Keywords: Fractional Hamiltonian systems, Fountain theorem, homoclinic solutions.

## 1 Introduction

In this paper, we are concerned with the existence of infinitely many homoclinic solutions for a class of fractional Hamiltonian systems of the following form

$$
\left\{\begin{array}{l}
{ }_{t} D_{\infty}^{\alpha}\left[-\infty D_{t}^{\alpha} u(t)\right]+L(t) u(t)=\nabla F(t, u(t)), t \in \mathbb{R}  \tag{1}\\
u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)
\end{array}\right.
$$

where ${ }_{t} D_{\infty}^{\alpha}$ and ${ }_{-\infty} D_{t}^{\alpha}$ are the Liouville fractional derivatives of order $\frac{1}{2}<\alpha<1$ respectively, $F \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$ is a given function satisfying some assumptions and $\nabla F(t, \cdot)$ is the gradient in the second variable, and $L \in C\left(\mathbb{R}, \mathbb{R}^{N^{2}}\right)$ is a symmetric matrix valued function.

As we know that homoclinic orbits of dynamical systems are important in applications, such as they may be "organizing center" for the dynamics in their neighborhood, if they exist, under certain conditions, we can infer the existence of chaos nearby or the bifurcation behavior of periodic orbits. Therefore, establishing the existence of homoclinic orbits of Hamiltonian systems is one of the most important issue in the theory of Hamiltonian systems. In particular, if $\alpha=1$, problem (1) reduces to the classical second order Hamiltonian systems

$$
\begin{equation*}
-u^{\prime \prime}(t)+L(t) u(t)=\nabla F(t, u(t)), \quad \forall t \in \mathbb{R} . \tag{2}
\end{equation*}
$$

During the last decades, the existence and multiplicity of homoclinic solutions for Hamiltonian systems (2) have been extensively investigated by many authors with the aid of the variational methods. For example, see $[1,2,3,4,5,6,7,8$, $9,10,11]$ and references therein. Usually many people suppose that $L(t)$ is a symmetric matrix valued function and $F$ satisfies the global Ambrosetti-Rabinowtiz condition, that is, there exists $\mu>2$ such that

$$
0<\mu F(t, x) \leq(\nabla F(t, x), x), \quad \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N} \backslash\{0\}
$$

Especially, Rabinowtiz in [2] established the existence of homoclinic orbits for the Hamiltonian systems under the above condition. Since the domain is unbounded, there is lack of compactness of the Sobolev embedding. In order to return the compactness, there are some assumption with respect to the matrix $L(t)$, among them, Rabinowtiz and Tanaka in [3] proposed the following assumption which can guarantee the compactness of Sobolev embedding:
$(L)$ There exists a continuous function $l: \mathbb{R} \rightarrow \mathbb{R}$ such that $l(t)>0$ for all $t \in \mathbb{R}$ with $l(t) \rightarrow+\infty$ as $|t| \rightarrow+\infty$ and

$$
(L(t) x, x) \geq l(t)|x|^{2}, \quad \text { for all } \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{N}
$$

[^0]In this case, they proved that the system (2) has a nontrivial homoclinic solution. Omana and Willem [6] obtained an improvement result by employing a new compact embedding theorem. After [3] and [6], with the coercivity assumption $(L)$, many results were obtained, in recent papers, Zhang and Yuan [10], Sun at el. [12] established some existence and infinitely many homoclinic solutions for problem (2), respectively.

Recently, fractional differential equations have attracted extensive attentions because of its applications in viscoelasticity, electrochemistry, control, porous media etc, please see $[13,14,15]$. The existence and multiplicity of solutions for BVP of fractional differential equations have been established by the tools of nonlinear analysis, such as, fixed point theorems [16,17], topological degree [18], comparison methods [19], variational methods and critical point theory $[20,21,22,23]$, the very recent related papers [24,25, 26].

This paper is motivated by some recent papers [27] and [28] where some existence and multiplicity of results concerning problem (1) are obtained by using some critical point theorems, respectively. The purpose of this paper is devoted to proving the existence of infinitely many homoclinic solutions for problem (1) with the aid of Fountain Theorem and Dual Fountain Theorem. To the best of our knowledge, it seems that no similar results are obtained in the literature for fractional Hamiltonian systems.

Next, we will state our main results. We assume that $F(t, x)$ satisfies the following conditions.
$\left(F_{1}\right) F(t, 0)=0$ for all $t \in \mathbb{R}$, and there exist $c>0$ and $\mu>1$ such that $|\nabla F(t, x)| \leq c\left(1+|x|^{\mu}\right)$ for all $(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$;
( $F_{2}$ ) $\lim _{|x| \rightarrow 0} \frac{\nabla F(t, x)}{|x|}=0$ uniformly for $t \in \mathbb{R}$;
( $F_{3}$ ) $\lim _{|x| \rightarrow \infty} \frac{F(t, x)}{|x|^{2}}=+\infty$ uniformly in $t \in \mathbb{R}$;
$\left(F_{4}\right)$ There exists $\theta \geq 1$ such that $\theta H(t, x) \geq H(t, s x)$ for all $(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$ and $s \in[0,1]$, where $H(t, x)=(\nabla F(t, x), x)-$ $2 F(t, x)$;
$\left(F_{4}^{\prime}\right)$ There exist $\sigma>2$ and a constant $a>0$ such that $\sigma F(t, x)-(\nabla F(t, x), x) \leq a\left(|x|^{2}+1\right)$ for all $(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$, moreover, $F(t, x) \geq 0$ for all $(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$;
$\left(F_{5}\right) F(t, x)=F(t,-x)$, for all $(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$;
$\left(F_{6}\right) F(t, x)=\lambda f(t)|x|^{q}+\mu|x|^{p}$ where $f: \mathbb{R} \rightarrow \mathbb{R}^{+}$is a positive continuous function $f \in L^{\frac{2}{2-q}}\left(\mathbb{R}, \mathbb{R}^{+}\right)$and $1<q<2<$ $p<+\infty, \lambda, \mu \in \mathbb{R}$.

The first result reads as follows.
Theorem 1.Assume that L satisfies $(L)$ and $F$ satisfies $\left(F_{1}\right)-\left(F_{4}\right)$ and $\left(F_{5}\right)$. Then problem (1) has infinitely many homoclinic solutions $\left\{u_{k}\right\}$ satisfying

$$
\frac{1}{2} \int_{\mathbb{R}}\left[\left.\left.\right|_{-\infty} D_{t}^{\alpha} u_{k}(t)\right|^{2}+\left(L(t) u_{k}(t), u_{k}(t)\right)\right] d t-\int_{\mathbb{R}} F\left(t, u_{k}(t)\right) d t \rightarrow+\infty
$$

as $k \rightarrow \infty$.
Remark.The hypothesis $\left(F_{4}\right)$ implies that $F(t, x) \geq 0$ for all $(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$ (see [5]).
If we replace the condition $\left(F_{4}\right)$ by $\left(F_{4}^{\prime}\right)$, then we will get the result as follows.
Theorem 2.Assume that $L$ satisfies $(L)$ and $F$ satisfies $\left(F_{1}\right)-\left(F_{3}\right),\left(F_{4}^{\prime}\right)$ and $\left(F_{5}\right)$. Then problem (1) has infinitely many homoclinic solutions $\left\{u_{k}\right\}$ satisfying

$$
\frac{1}{2} \int_{\mathbb{R}}\left[\left.\left.\right|_{-\infty} D_{t}^{\alpha} u_{k}(t)\right|^{2}+\left(L(t) u_{k}(t), u_{k}(t)\right)\right] d t-\int_{\mathbb{R}} F\left(t, u_{k}(t)\right) d t \rightarrow+\infty
$$

as $k \rightarrow \infty$.
Theorem 3.Suppose that $(L)$ and $\left(F_{6}\right)$ hold. Then, the following two statements are true:
(a) for every $\mu>0, \lambda \in \mathbb{R}$, problem (1) has infinitely many homoclinic solutions $\left\{u_{k}\right\}$ satisfying

$$
\frac{1}{2} \int_{\mathbb{R}}\left[\left.\left.\right|_{-\infty} D_{t}^{\alpha} u_{k}(t)\right|^{2}+\left(L(t) u_{k}(t), u_{k}(t)\right)\right] d t-\int_{\mathbb{R}} F\left(t, u_{k}(t)\right) d t \rightarrow+\infty
$$

as $k \rightarrow \infty$;
(b) For every $\lambda>0, \mu \in \mathbb{R}$, problem (1) has infinitely many homoclinic solutions $\left\{u_{k}\right\}$ satisfying

$$
\frac{1}{2} \int_{\mathbb{R}}\left[\left.\left.\right|_{-\infty} D_{t}^{\alpha} u_{k}(t)\right|^{2}+\left(L(t) u_{k}(t), u_{k}(t)\right)\right] d t-\int_{\mathbb{R}} F\left(t, u_{k}(t)\right) d t \rightarrow 0-
$$

as $k \rightarrow \infty$.
The present paper is organized as follows. In section 2 we present some basic definitions and facts about the fractional calculus and give some fundamental tools for the sequel use. Section 3 is devoted to proving Theorem 1, Theorem 2 and Theorem 3.

## 2 Preliminaries

In this section, we first will recall some facts about the fractional calculus on the whole real axis for the readers' convenience. On the other hand, we will give some preliminaries Lemmas for using in the sequel.

### 2.1 Liouville Fractional Calculus

The Liouville fractional integrals of order $0<\alpha<1$ on the whole axis $\mathbb{R}$ (see [13,14,15]) are defined by

$$
\begin{align*}
{ }_{-\infty} I_{t}^{\alpha} u(t) & =\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{t}(t-s)^{\alpha-1} u(s) d s  \tag{3}\\
{ }_{t} I_{\infty}^{\alpha} u(t) & =\frac{1}{\Gamma(\alpha)} \int_{t}^{\infty}(s-t)^{\alpha-1} u(s) d s \tag{4}
\end{align*}
$$

The Liouville fractional derivatives of order $0<\alpha<1$ (see [13, 14, 15]) on the whole axis $\mathbb{R}$ are defined by

$$
\begin{equation*}
{ }_{-\infty} D_{t}^{\alpha} u(t)=\frac{d}{d t} I_{-\infty}^{1-\alpha} u(t), \quad{ }_{t} D_{\infty}^{\alpha} u(t)=-\frac{d}{d t} I_{\infty}^{1-\alpha} u(t) . \tag{5}
\end{equation*}
$$

The Caputo derivatives of order $0<\alpha<1$ on the whole axis $\mathbb{R}$ (see [13,14,15]) are defined as follows

$$
\begin{equation*}
{ }_{-\infty}^{C} D_{t}^{\alpha} u(t)={ }_{-\infty} I_{t}^{1-\alpha} u^{\prime}(t), \quad{ }_{t}^{C} D_{\infty}^{\alpha} u(t)=-{ }_{t} I_{\infty}^{1-\alpha} u^{\prime}(t) \tag{6}
\end{equation*}
$$

Let $u(x)$ be defined on $\mathbb{R}$, the Fourier transform of the Liouville fractional integrals and derivatives satisfies (see [13, 15])

$$
\begin{array}{ll}
\widehat{{ }_{-\infty} I_{t}^{\alpha} u}(\xi)=(i \xi)^{-\alpha} \widehat{u}(\xi), & \widehat{{ }_{t} \alpha} u \\
\widehat{{ }_{\infty} D_{t}^{\alpha}} u(\xi) & =(i \xi)^{\alpha} \widehat{u}(\xi),  \tag{8}\\
{ }_{t} \widehat{D_{\infty}^{\alpha} u}(\xi)=(-i \xi)^{-\alpha} \widehat{u}(\xi),
\end{array}
$$

Next, we present some properties for Liouville fractional integral and derivatives on the real axis, which were proved in [15].
Proposition 1.(1) Let $1 \leq p \leq+\infty, 1 \leq q \leq+\infty, \alpha>0$, the operator ${ }_{-\infty} I_{t}^{\alpha}$ and ${ }_{t} I_{\infty}^{\alpha}$ are bounded from $L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ to $L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ if and only if $0<\alpha<1,1<p<\frac{1}{\alpha}, q=\frac{p}{1-\alpha p}$.
(2) If $\alpha>0$, for "sufficiently good" function $f(t)$, the relations

$$
\left({ }_{-\infty} D_{t}^{\alpha}\left({ }_{-\infty} I_{t}^{\alpha} f\right)\right)(t)=f(t), \quad\left({ }_{t} D_{\infty}^{\alpha}\left({ }_{t} I_{\infty}^{\alpha} f\right)\right)(t)=f(t)
$$

are true. In particularly, these functions hold for $f \in L^{1}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.
(3) Let $\alpha>0, \beta>0$ and $p \geq 1$ be such that $\alpha+\beta<\frac{1}{p}$. If $f \in L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$, then

$$
\left[{ }_{-\infty} I_{t}^{\alpha}\left(-\infty I_{t}^{\beta} f\right)\right]={ }_{-\infty} I_{t}^{\alpha+\beta} f, \quad\left[{ }_{t} I_{\infty}^{\alpha}\left({ }_{t} I_{\infty}^{\beta} f\right)\right]={ }_{t} I_{\infty}^{\alpha+\beta} f
$$

(4) If $\alpha>\beta>0$, then the formulas

$$
\left[{ }_{-\infty} D_{t}^{\beta}\left({ }_{-\infty} I_{t}^{\alpha} f\right)\right]={ }_{-\infty} I_{t}^{\alpha-\beta} f, \quad\left[{ }_{t} D_{\infty}^{\beta}\left({ }_{t} I_{\infty}^{\alpha} f\right)\right]={ }_{t} I_{\infty}^{\alpha-\beta} f
$$

hold for "sufficiently good" functions $f$. In particularly, these functions hold for $f \in L^{1}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.
Proposition 2.If $\alpha>0$, the relations

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \varphi(t)\left({ }_{-\infty} I_{t}^{\alpha} \psi\right)(t) d t=\int_{-\infty}^{+\infty} \psi(t)\left(I_{\infty}^{\alpha} \varphi\right)(t) d t \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f(t)\left({ }_{-\infty} D_{t}^{\alpha} g\right)(t) d t=\int_{-\infty}^{+\infty} g(t)\left({ }_{t} D_{\infty}^{\alpha} f\right)(t) d t \tag{10}
\end{equation*}
$$

are valid for "sufficiently good" functions $\varphi, \psi, f, g$. In particular, (9) holds for functions $\varphi \in L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ and $\psi \in L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)$, while (10) holds for $f \in_{t} I_{\infty}^{\alpha}\left(L^{p}(\mathbb{R})\right)$ and $g \in_{-\infty} I_{t}^{\alpha}\left(L^{q}(\mathbb{R})\right)$ provided that $p>1, q>1$, and $\frac{1}{p}+\frac{1}{q}=1+\alpha$, where ${ }_{t} I_{\infty}^{\alpha}\left(L^{p}(\mathbb{R})\right)=\left\{f: f(x)={ }_{t} I_{\infty}^{\alpha} \varphi(x), \varphi \in L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)\right\}$, similarly, ${ }_{-\infty} I_{t}^{\alpha}\left(L^{q}(\mathbb{R})\right)$ can be defined.
Remark. The function of $C_{0}^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ can be chosen to the "sufficiently good" function.
Proposition 3.Let $f \in L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right), q=\frac{p}{1-\alpha p}$ and $\int_{0}^{\infty} t^{-1-\alpha} \omega_{p}(f, t) d t<\infty$, then $f \in_{t} I_{\infty}^{\alpha}\left(L^{p}(\mathbb{R})\right)$, $1<p<\frac{1}{\alpha}$, where $\omega_{p}(f, t)=\sup _{0<\tau<t}\|f(x+\tau)-f(x)\|_{p}$.

### 2.2 Fractional Derivative Space

Throughout this paper, we denote by the norm of the space $L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ for $1 \leq p \leq+\infty$ as $\|u\|_{p}=\left(\int_{\mathbb{R}}|u(t)|^{p} d t\right)^{\frac{1}{p}}$ and $\|u\|_{\infty}=\sup _{t \in \mathbb{R}}|u(t)|$.

Definition 1.Let $\alpha>0$. The fractional derivative space $E_{-}^{\alpha}$ is defined by the closure of $C_{0}^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ with respect to the norm

$$
\begin{equation*}
\|u\|_{E_{-}^{\alpha}}=\left(\int_{\mathbb{R}}|u(t)|^{2} d t+\left.\left.\int_{\mathbb{R}}\right|_{-\infty} D_{t}^{\alpha} u(t)\right|^{2} d t\right)^{\frac{1}{2}}, \quad \forall u \in E_{-}^{\alpha} \tag{11}
\end{equation*}
$$

Definition 2.Let $\alpha>0$. The fractional derivative space $E_{+}^{\alpha}$ is defined by the closure of $C_{0}^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ with respect to the norm

$$
\begin{equation*}
\|u\|_{E_{+}^{\alpha}}=\left(\int_{\mathbb{R}}|u(t)|^{2} d t+\int_{\mathbb{R}}\left|t D_{\infty}^{\alpha} u(t)\right|^{2} d t\right)^{\frac{1}{2}}, \quad \forall u \in E_{+}^{\alpha} \tag{12}
\end{equation*}
$$

We recall that the fractional Sobolev space $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ endowed with the norm

$$
\|u\|_{H^{\alpha}}=\left(\int_{\mathbb{R}}|u(t)|^{2} d t+\int_{\mathbb{R}} \|\left.\left.\xi\right|^{\alpha} \widehat{u}(\xi)\right|^{2} d \xi\right)^{\frac{1}{2}}
$$

Note that $\left.\left.\int_{\mathbb{R}}\right|_{-\infty} D_{t}^{\alpha} u(t)\right|^{2} d t=\left.\left.\int_{\mathbb{R}}| | \xi\right|^{\alpha} \widehat{u}(\xi)\right|^{2} d \xi$, hence $E_{-}^{\alpha}$ and $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ are equivalent with equivalent norm. Analogous to $E_{-}^{\alpha}$, by (8), $E_{+}^{\alpha}$ and $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ are equivalent with equivalent norm.

Next, we recall some Sobolev embedding results about the fractional Sobolev space $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.
Lemma 1.(i) If $\alpha>\frac{1}{2}$, then $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right) \subset C\left(\mathbb{R}, \mathbb{R}^{N}\right)$ and there exists a constant $C$ such that

$$
\|u\|_{\infty} \leq C\|u\|_{H^{\alpha}}
$$

(ii) If $u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$, then $u \in L^{s}(\mathbb{R})$ for all $s \in[2, \infty)$ and

$$
\begin{equation*}
\int_{\mathbb{R}}|u(t)|^{s} d t \leq\|u\|_{\infty}^{s-2} \int_{\mathbb{R}}|u(t)|^{2} d t \tag{13}
\end{equation*}
$$

In order to study problem (1) by variational methods, we introduce a new fractional Sobolev space which introduced in [29]. Let

$$
E^{\alpha}=\left\{u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right): \int_{\mathbb{R}}\left|{ }_{-\infty} D_{t}^{\alpha} u(t)\right|^{2}+(L(t) u(t), u(t)) d t<\infty\right\}
$$

The space $E^{\alpha}$ is a separable Hilbert space with the inner product (since $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ is a separable space)

$$
\langle u, v\rangle=\int_{\mathbb{R}}\left(-{ }_{-\infty} D_{t}^{\alpha} u(t),_{-\infty} D_{t}^{\alpha} v(t)\right)+(L(t) u(t), v(t)) d t
$$

and the corresponding norm $\|u\|^{2}=\langle u, u\rangle$. Under the condition of $(L)$, it is easy to check that $E^{\alpha}$ is continuous embedded in $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$. By Lemma 2.2 in [27] and Lemma 1, we see that $E^{\alpha}$ is compactly embedded in $L^{s}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ for all $s \in[2, \infty)$.

Definition 3. We say that $u \in E^{\alpha}$ is a solution of problem (1) if

$$
\int_{\mathbb{R}}\left({ }_{-\infty} D_{t}^{\alpha} u(t),_{-\infty} D_{t}^{\alpha} v(t)\right)+(L(t) u(t), v(t)) d t-\int_{\mathbb{R}}(\nabla F(t, u(t)), v(t)) d t=0
$$

for every $v \in C_{0}^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.
Definition 4. We call that a solution $u$ of problem (1) is homoclinic (to 0 ) if $u(t) \rightarrow 0$ as $t \rightarrow \pm \infty$. In addition, if $u \not \equiv 0$ then $u$ is called a nontrivial homoclinic solution.

We define the functional $\varphi: E^{\alpha} \rightarrow \mathbb{R}$ by

$$
\varphi(u)=\frac{1}{2} \int_{\mathbb{R}}\left[\left.\left.\right|_{-\infty} D_{t}^{\alpha} u(t)\right|^{2}+(L(t) u(t), u(t))\right] d t-\int_{\mathbb{R}} F(t, u(t)) d t
$$

Lemma 2.Assume $F$ satisfies $\left(F_{1}\right)-\left(F_{2}\right)$ or $\left(F_{6}\right)$, then $\varphi \in C^{1}\left(E^{\alpha}, \mathbb{R}\right)$ and

$$
\left\langle\varphi^{\prime}(u), v\right\rangle=\int_{\mathbb{R}}\left[\left(-\infty D_{t}^{\alpha} u(t),_{-\infty} D_{t}^{\alpha} v(t)\right)+(L(t) u(t), v(t))\right] d t-\int_{\mathbb{R}}(\nabla F(t, u(t)), v(t)) d t
$$

for all $u, v \in E^{\alpha}$. Moreover, the critical point of $\varphi$ corresponds to the solution of problem (1).
Proof.Similar to the proof of Lemma 3.1 in [27] or Lemma 2.5 in [9], we omit it.
Lemma 3.Suppose that $(L),\left(F_{0}\right)-\left(F_{2}\right)$ or $\left(F_{6}\right)$ are satisfied. If $u_{n} \rightharpoonup u$ in $E^{\alpha}$, then $\nabla F\left(t, u_{n}\right) \rightarrow \nabla F(t, u)$ in $L^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.
Proof.Similar to the proof Lemma 2.4 in [27] or Lemma 2.3 in [9], we omit it.
Now, we prove a concentration-compactness principle owing to Lemma I. 1 of P. L. Lions [30].
Lemma 4.Let $l>0$ and $2 \leq q<+\infty$. If $\left\{u_{n}\right\}$ is bounded in $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ and if

$$
\begin{equation*}
\sup _{y \in \mathbb{R}} \int_{y-l}^{y+l}\left|u_{n}(t)\right|^{q} d t \rightarrow 0 \tag{14}
\end{equation*}
$$

as $n \rightarrow \infty$, then $u_{n} \rightarrow 0$ in $L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ for all $p \in(q,+\infty)$.
Proof.Fixing $\bar{q}(q<\bar{q} \leq+\infty)$ such that $q<p<\bar{q}$, by Hölder's inequality, we have

$$
\left(\int_{y-l}^{y+l}\left|u_{n}(t)\right|^{p} d t\right)^{\frac{1}{p}} \leq\left(\int_{y-l}^{y+l}\left|u_{n}(t)\right|^{\bar{q}} d t\right)^{\frac{\lambda}{q}}\left(\int_{y-l}^{y+l}\left|u_{n}(t)\right|^{q} d t\right)^{\frac{1-\lambda}{q}}
$$

where $\frac{1}{p}=\frac{\lambda}{\bar{q}}+\frac{1-\lambda}{q}$. Now, covering $\mathbb{R}$ by the open set $(y-l, y+l)$, in such a way that each point of $\mathbb{R}$ is contained in at most $m$ open sets ( $m$ is a prescribed number), we deduce

$$
\int_{\mathbb{R}}\left|u_{n}(t)\right|^{p} d t \leq m\left(\int_{\mathbb{R}}\left|u_{n}(t)\right|^{\bar{q}} d t\right)^{\frac{\lambda p}{q}}\left(\int_{y-l}^{y+l}\left|u_{n}(t)\right|^{q} d t\right)^{\frac{(1-\lambda) p}{q}} \leq m\left\|u_{n}\right\|_{H^{\alpha}}^{\bar{q}} \operatorname{Sup}_{y \in \mathbb{R}}\left(\int_{y-l}^{y+l}\left|u_{n}(t)\right|^{q} d t\right)^{\frac{(1-\lambda) s}{q}}
$$

which implies the conclusion.
Remark.Since $\left\{u_{n}\right\}$ is bounded in $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$, it is clear that $\left\{u_{n}\right\}$ is bounded in $L^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)$. From (14) and Lemma 1, we have for all $q<s<+\infty$,

$$
\begin{equation*}
\sup _{y \in \mathbb{R}} \int_{y-l}^{y+l}\left|u_{n}(t)\right|^{s} d t \rightarrow 0 \tag{15}
\end{equation*}
$$

as $n \rightarrow \infty$.
Remark. Since $E^{\alpha}$ is continuously embedding to $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$, it is clear that if $\left\{u_{n}\right\}$ is bounded in $E^{\alpha}$, the conclusion of Lemma 4 holds true.

For proving our main theorem, we present the Fountain Theorem and its dual form which were established in [31,32]. Since $E^{\alpha}$ is a separable and reflexive Banach space, there exist $\left\{e_{n}\right\} \subset E^{\alpha}$ and $\left\{f_{n}\right\} \subset\left(E^{\alpha}\right)^{*}$ such that

$$
\left\langle f_{n}, e_{m}\right\rangle=\delta_{n, m}=\left\{\begin{array}{l}
1, \text { if } n=m \\
0, \text { if } n \neq m
\end{array}\right.
$$

$E^{\alpha}=\operatorname{span} \overline{\left\{e_{n}: n=1,2, \cdots\right\}}$, and $\left(E^{\alpha}\right)^{*}=\operatorname{span} \overline{\left\{f_{n}: n=1,2, \cdots\right\}}{ }^{w^{*}}$. For $k \in \mathbb{N}$, we define

$$
X_{k}=\operatorname{span}\left\{e_{k}\right\}, \quad Y_{k}=\oplus_{j=1}^{k} X_{j}, \quad Z_{k}=\overline{\oplus_{j=k}^{\infty} X_{k}} .
$$

The functional $\varphi$ is said to satisfy the $(C)_{c}$ condition if for each sequence $\left\{u_{j}\right\}$ satisfying that $\varphi\left(u_{j}\right) \rightarrow c$ and (1+ $\left.\left\|u_{j}\right\|\right) \varphi^{\prime}\left(u_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$ has a convergent subsequence. We say that the function $\varphi$ satisfies that $(P S)_{c}^{*}$ condition (with respect to $Y_{n}$ ) if for any sequence $\left\{u_{n_{j}}\right\} \subset E^{\alpha}$ such that $u_{n_{j}} \in Y_{n_{j}}, \varphi\left(u_{n_{j}}\right) \rightarrow c$ and $\left.\varphi^{\prime}\right|_{Y_{n_{j}}} \rightarrow 0$, as $n_{j} \rightarrow \infty$ has a convergent subsequence which converges to a critical point of $\varphi$.

Theorem 4.Suppose $X$ is a Banach space, $\varphi \in C^{1}(X, \mathbb{R})$ is an even functional satisfying the $(C)_{c}$ condition for every $c \in \mathbb{R}$. If for every $k \in \mathbb{N}$, there exists $\rho_{k}>r_{k}>0$ such that

$$
\begin{equation*}
a_{k}=\max _{u \in Y_{k},\|u\|=\rho_{k}} \varphi(u) \leq 0 \quad \text { and } b_{k}=\inf _{u \in Z_{k},\|u\|=r_{k}} \varphi(u) \rightarrow \infty \text { as } k \rightarrow \infty . \tag{16}
\end{equation*}
$$

Then $\varphi$ has an unbounded sequence of critical values.
Theorem 5.Suppose $X$ is a Banach space, $\varphi \in C^{1}(X, \mathbb{R})$ is an even functional satisfying the $(P S)^{*}$ condition. If there is a $k_{0}>0$ such that for every $k \geq k_{0}$, there exists $\rho_{k}>r_{k}>0$ such that

$$
\begin{equation*}
c_{k}=\max _{u \in Y_{k},\|u\|=r_{k}} \varphi(u)<0 \text { and } \inf _{u \in Z_{k},\|u\|=\rho_{k}} \varphi(u) \geq 0 \quad d_{k}=\inf _{u \in Z_{k},\|u\| \leq \rho_{k}} \varphi(u) \rightarrow 0 \tag{17}
\end{equation*}
$$

as $k \rightarrow \infty$. Then $\varphi$ has a sequence of negative critical values converging to zero.

## 3 Proof of the Main Results

Lemma 5.Suppose that the conditions $(L),\left(F_{0}\right)-\left(F_{2}\right)$ hold. $\varphi: E^{\alpha} \rightarrow \mathbb{R}$ satisfies the $(C)_{c}$ condition for every $c \in \mathbb{R}$.
Proof.Let $\left\{u_{n}\right\} \subset E^{\alpha}$ be a sequence such that

$$
\begin{equation*}
\varphi\left(u_{n}\right) \rightarrow c \text { and }\left(1+\left\|u_{n}\right\|\right) \varphi^{\prime}\left(u_{n}\right) \rightarrow 0 \tag{18}
\end{equation*}
$$

as $n \rightarrow \infty$. We claim that $\left\{u_{n}\right\}$ is bounded in $E^{\alpha}$. If not, then $\left\|u_{n}\right\| \rightarrow+\infty$ as $n \rightarrow \infty$. Let $v_{n}=\frac{u_{n}}{\left\|u_{n}\right\|}$, then $\left\|v_{n}\right\|=1$.

## Claim 1.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R}} \int_{y-l}^{y+l}\left|v_{n}(t)\right|^{2} d t=0 \tag{19}
\end{equation*}
$$

Otherwise, for some $\alpha>0$, up to a subsequence, we get

$$
\begin{equation*}
\sup _{y \in \mathbb{R}} \int_{y-l}^{y+l}\left|v_{n}(t)\right|^{2} d t \geq \alpha>0 . \tag{20}
\end{equation*}
$$

We can choose $\left\{y_{n}\right\} \subset \mathbb{R}$ such that

$$
\begin{equation*}
\int_{y_{n}-l}^{y_{n}+l}\left|v_{n}(t)\right|^{2} d t \geq \frac{\alpha}{2} . \tag{21}
\end{equation*}
$$

In view of $v_{n} \rightarrow v$ in $L^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ and (21), we have

$$
\begin{equation*}
\|v\|_{2}^{2}+\frac{\alpha}{4} \geq \int_{\mathbb{R}}|v(t)|^{2} d t+\int_{\mathbb{R}}\left|v_{n}(t)-v(t)\right|^{2} d t \geq \int_{y_{n}-l}^{y_{n}+l}|v(t)|^{2} d t+\int_{y_{n}-l}^{y_{n}+l}\left|v_{n}(t)-v(t)\right|^{2} d t \geq \int_{y_{n}-l}^{y_{n}+l}\left|v_{n}(t)\right|^{2} d t \geq \frac{\alpha}{2} \tag{22}
\end{equation*}
$$

for $n$ large enough. From (22), there exists $\varepsilon_{0}>0$ such that the set $\Omega=\left\{t \in \mathbb{R}:|v(t)| \geq \varepsilon_{0}\right\}$ has a positive Lebsegue measure. Hence, for all $t \in \Omega$, one has $\left|u_{n}(t)\right| \rightarrow+\infty$ as $n \rightarrow \infty$, which together with $\left(F_{3}\right)$ shows

$$
\begin{equation*}
\frac{F\left(t, u_{n}(t)\right)}{\left\|u_{n}\right\|^{2}}=\frac{W\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} \rightarrow+\infty \tag{23}
\end{equation*}
$$

as $n \rightarrow \infty$ uniformly for all $t \in \Omega$. Hence by (18) and the fact that $F(t, x) \geq 0$ for all $t \in \mathbb{R}$ and $x \in \mathbb{R}^{N}$, we have

$$
\begin{equation*}
\frac{1}{2}-\frac{c+o(1)}{\left\|u_{n}\right\|^{2}}=\frac{\frac{1}{2}\left\|u_{n}\right\|^{2}-\varphi\left(u_{n}\right)}{\left\|u_{n}\right\|^{2}}=\int_{\mathbb{R}} \frac{F\left(t, u_{n}(t)\right) d t}{\left\|u_{n}\right\|^{2}} d t \geq \int_{\Omega} \frac{F\left(t, u_{n}(t)\right) d t}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} d t \rightarrow+\infty \tag{24}
\end{equation*}
$$

as $n \rightarrow \infty$, we get a contradiction. Therefore, the claim 1 holds. Since $\left\|v_{n}\right\|$ is bounded, by Lemma 4, we have

$$
\begin{equation*}
v_{n} \rightarrow 0 \text { in } L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right) \text { for all } q>2 \tag{25}
\end{equation*}
$$

Claim 2. For any given $r \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} F\left(t, r v_{n}(t)\right) d t=0 \tag{26}
\end{equation*}
$$

By conditions $\left(F_{1}\right)$ and $\left(F_{2}\right)$, for any $\varepsilon>0$ there exists $c_{\varepsilon}>0$ such that for all $(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$,

$$
\begin{equation*}
|F(t, x)| \leq \varepsilon|x|^{2}+c_{\varepsilon}|x|^{1+\mu} \tag{27}
\end{equation*}
$$

By (27), we have

$$
\begin{equation*}
\int_{\mathbb{R}} F\left(t, r v_{n}(t)\right) d t \leq \varepsilon|r|^{2} \int_{\mathbb{R}}\left|v_{n}(t)\right|^{2} d t+c_{\varepsilon}|r|^{\mu+1} \int_{\mathbb{R}}\left|v_{n}(t)\right|^{\mu+1} d t \tag{28}
\end{equation*}
$$

From the boundedness of $\left\|v_{n}\right\|_{2},(25)$ and the arbitrariness of $\varepsilon$, so (28) implies that the claim 2 is true.
We define $t_{n} \in[0,1]$ by $\varphi\left(t_{n} u_{n}\right)=\max _{t \in[0,1]} \varphi\left(t u_{n}\right)$. For any $M>0$, let $\bar{v}_{n}=2 \sqrt{M} v_{n}$, by claim 2, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} F\left(t, \bar{v}_{n}(t)\right) d t=0 \tag{29}
\end{equation*}
$$

Hence, for $n$ large enough, we have

$$
\varphi\left(t_{n} u_{n}\right) \geq \varphi\left(\bar{v}_{n}\right)=2 M-\int_{\mathbb{R}} F\left(t, \bar{v}_{n}(t)\right) d t \geq M
$$

This implies that $\lim _{n \rightarrow \infty} \varphi\left(t_{n} u_{n}\right)=+\infty$. Noting that $\varphi(0)=0$ and $\varphi\left(u_{n}\right)$ satisfying (18), we know that $t_{n} \in(0,1)$ for large $n$, and so $\left\langle\varphi^{\prime}\left(t_{n} u_{n}\right), t_{n} u_{n}\right\rangle=0$. Hence,

$$
\begin{equation*}
\int_{\mathbb{R}}\left[\left(\nabla F\left(t, t_{n} u_{n}\right), t_{n} u_{n}\right)-2 F\left(t, t_{n} u_{n}\right)\right] d t=2 \varphi\left(t_{n} u_{n}\right)-\left\langle\varphi^{\prime}\left(t_{n} u_{n}\right), t_{n} u_{n}\right\rangle \rightarrow+\infty \tag{30}
\end{equation*}
$$

as $n \rightarrow \infty$. By $\left(F_{4}\right)$, we get

$$
\begin{equation*}
\int_{\mathbb{R}}\left[\left(\nabla F\left(t, u_{n}\right), u_{n}\right)-2 F\left(t, u_{n}\right)\right] d t \geq \frac{1}{\theta} \int_{\mathbb{R}}\left[\left(\nabla F\left(t, t_{n} u_{n}\right), t_{n} u_{n}\right)-2 F\left(t, t_{n} u_{n}\right)\right] d t \tag{31}
\end{equation*}
$$

for every $n \in \mathbb{N}$. By (18), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left[\left(\nabla F\left(t, u_{n}\right), u_{n}\right)-2 F\left(t, u_{n}\right)\right] d t=\lim _{n \rightarrow \infty}\left(2 \varphi\left(u_{n}\right)-\left\langle\varphi^{\prime}\left(u_{n}\right), u_{n}\right\rangle\right)=2 c \tag{32}
\end{equation*}
$$

Combining with (30), (31) and (32), we get a contradiction. Therefore, we have proved that $\left\{u_{n}\right\}$ is bounded.
By the compactness of embedding $E^{\alpha} \hookrightarrow L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ with $2 \leq p<+\infty$, and the fact that $\left\{u_{n}\right\}$ is bounded in $E^{\alpha}$, there exist $u \in E^{\alpha}$, and a subsequence of $\left\{u_{n}\right\}$ again denoted by $\left\{u_{n}\right\}$ such that

$$
\begin{equation*}
u_{n} \rightharpoonup u \text { in } E^{\alpha}, u_{n} \rightarrow u \text { in } L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right) \tag{33}
\end{equation*}
$$

Noting that

$$
\left\langle\varphi^{\prime}\left(u_{n}\right)-\varphi^{\prime}(u), u_{n}-u\right\rangle=\int_{\mathbb{R}}\left(\nabla F\left(t, u_{n}(t)\right)-\nabla F(t, u(t)), u(t)-u_{n}(t)\right) d t+\left\|u_{n}-u\right\|^{2}
$$

By (32) and (33), we only need to prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(\nabla F\left(t, u_{n}(t)\right)-\nabla F(t, u(t)), u(t)-u_{n}(t)\right) d t=0 \tag{34}
\end{equation*}
$$

For this matter, by Lemma 3 and (33), we get

$$
\left|\int_{\mathbb{R}}\left(\nabla F\left(t, u_{n}(t)\right)-\nabla F(t, u(t)), u(t)-u_{n}(t)\right) d t\right| \leq\left\|\nabla F\left(t, u_{n}(t)\right)-\nabla F(t, u(t))\right\|_{2} \times\left\|u_{n}-u\right\|_{2} \rightarrow 0 .
$$

Consequently, $\left\|u_{n}-u\right\| \rightarrow 0$ as $n \rightarrow \infty$. The proof is completed.

Proof of Theorem 1. Since $\varphi \in C^{1}\left(E^{\alpha}, \mathbb{R}\right)$ satisfies the $(C)_{c}$ condition for every $c \in \mathbb{R}$ and $\varphi(u)=\varphi(-u)$. Hence, to prove Theorem 1, we should just verify that $\varphi$ satisfies (16) of Theorem 4.
(i) Let $\beta_{k}(p)=\sup _{u \in Z_{k},\|u\|=1}\|u\|_{p}$, then one has $\beta_{k}(p) \rightarrow 0$ as $k \rightarrow \infty$. Indeed, clearly $0<\beta_{k+1}(p) \leq \beta_{k}(p)$, so there exits $\beta(p)$ such that $\beta_{k}(p) \rightarrow \beta(p)$ as $k \rightarrow \infty$ for every $2 \leq p<+\infty$. From the definition of $\beta_{k}(p)$, there exists $\left\{u_{k}(p)\right\} \in Z_{k}$ with $\left\|u_{k}(p)\right\|=1$ such that $\left\|u_{k}(p)\right\|>\frac{\beta_{k}(p)}{2}$ for every $2 \leq p<+\infty$ and $k \in \mathbb{N}$. By the boundedness of $\left\{u_{k}(p)\right\}$, then there exists $u(p) \in E^{\alpha}$ such that $u_{k}(p) \rightharpoonup u(p)$ as $k \rightarrow \infty$. Now since $\left\{e_{n}\right\}$ is a basis of $E^{\alpha}$, then for all $n \in \mathbb{N}, \forall k>n$, we have $0=\left\langle u_{k}(p), e_{n}\right\rangle \rightarrow\left\langle u(p), e_{n}\right\rangle$ as $k \rightarrow \infty$. This implies that $u(p)=0$. By the compactness of the embedding $E^{\alpha} \hookrightarrow L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ with $2 \leq p<+\infty$, we have $u_{k}(p) \rightarrow 0$ in $L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ for all $2 \leq p<+\infty$. Hence, $\beta(p)=0$.

By the definition of $\beta_{k}(p)$, and (27), for all $u \in Z_{k}$, we have

$$
\begin{equation*}
\varphi(u)=\frac{1}{2}\|u\|^{2}-\int_{\mathbb{R}} F(t, u(t)) d t \geq \frac{1}{2}\|u\|^{2}-\varepsilon \int_{\mathbb{R}}|u(t)|^{2} d t-c_{\varepsilon} \int_{\mathbb{R}}|u(t)|^{\mu+1} d t \geq \frac{1}{4}\|u\|^{2}-C \beta_{k}^{\mu+1}(\mu+1)\|u\|^{\mu+1} \tag{35}
\end{equation*}
$$

for $\varepsilon$ small enough. Therefore, taking $r_{k}=(8 C)^{\frac{1}{1-\mu}}\left(\beta_{k}(\mu+1)\right)^{\frac{\mu+1}{1-\mu}}$, then $r_{k} \rightarrow+\infty$ as $k \rightarrow \infty$ and for every $u \in Z_{k}$ with $\|u\|=r_{k}$, by (35), one has

$$
\begin{equation*}
b_{k}=\inf _{u \in Z_{k},\|u\|=1} \varphi(u) \geq \frac{1}{8} r_{k}^{2} \rightarrow+\infty, \tag{36}
\end{equation*}
$$

as $k \rightarrow \infty$.
(ii) Similarly as in the proof of Lemma 3.1 of [12], we see that there exits a constant $\delta>0$ such that

$$
\begin{equation*}
\operatorname{meas}\{t \in \mathbb{R}:|u(t)| \geq \delta\|u\|\} \geq \delta \tag{37}
\end{equation*}
$$

for all $u \in Y_{k} \backslash\{0\}$. We denote by $\Omega_{u}=\{t \in \mathbb{R}:|u(t)| \geq \delta\|u\|\}$. By the hypothesis $\left(F_{3}\right)$, there exits $R>0$ such that

$$
\begin{equation*}
F(t, x) \geq \frac{|x|^{2}}{\delta^{3}} \tag{38}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}$ with $|x| \geq R$ and $t \in \mathbb{R}$. Observing that for any $u \in Y_{k}$ with $\|u\| \geq \frac{R}{\delta}$, there holds

$$
\begin{equation*}
|u(t)| \geq R, \text { for all } t \in \Omega_{u} \tag{39}
\end{equation*}
$$

By (37), (38), (39) and $F(t, x) \geq 0$, we have

$$
\varphi(u) \leq \frac{1}{2}\|u\|^{2}-\int_{\Omega_{u}} F(t, u(t)) d t \leq \frac{1}{2}\|u\|^{2}-\frac{1}{\delta^{3}} \int_{\Omega_{u}}|u(t)|^{2} d t \leq \frac{1}{2}\|u\|^{2}-\frac{1}{\delta}\|u\|^{2} \operatorname{meas}\left(\Omega_{u}\right) \leq-\frac{1}{2}\|u\|^{2}
$$

for all $u \in Y_{k}$ with $\|u\| \geq \frac{R}{\delta}$. Therefore, we can choose $\rho_{k}>\max \left\{r_{k}, \frac{R}{\delta}\right\}$, then

$$
a_{k}=\max _{u \in Y_{k},\|u\|=\rho_{k}} \varphi(u)<0
$$

Hence, combining with Lemma 5, by Theorem 4, we obtain that problem (1) has infinitely many homoclinic solutions $\left\{u_{k}\right\}$ satisfying

$$
\left.\left.\frac{1}{2} \int_{\mathbb{R}}\right|_{-\infty} D_{t}^{\alpha} u_{k}(t)\right|^{2}+\left(L(t) u_{k}(t), u_{k}(t)\right) d t-\int_{\mathbb{R}} F\left(t, u_{k}(t)\right) d t \rightarrow+\infty
$$

as $k \rightarrow \infty$.
Proof of Theorem 2. We only need to verify that the functional $\varphi$ satisfies the $(C)_{c}$ condition. Let $\left\{u_{n}\right\} \subset E^{\alpha}$ be a sequence such that

$$
\begin{equation*}
\varphi\left(u_{n}\right) \rightarrow c \text { and }\left(1+\left\|u_{n}\right\|\right) \varphi^{\prime}\left(u_{n}\right) \rightarrow 0 \tag{40}
\end{equation*}
$$

as $n \rightarrow \infty$. We claim that $\left\{u_{n}\right\}$ is bounded in $E^{\alpha}$. If not, then $\left\|u_{n}\right\| \rightarrow+\infty$ as $n \rightarrow \infty$. Let $v_{n}=\frac{u_{n}}{\left\|u_{n}\right\|}$, then $\left\|v_{n}\right\|=1$. Hence, up to a subsequence, there exists $v \in E^{\alpha}$ such that $v_{n} \rightharpoonup v$ in $E^{\alpha}, v_{n} \rightarrow v$ in $L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ and $v_{n}(t) \rightarrow v(t)$ a.e. $t \in \mathbb{R}$.

By (40), we have

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{2 F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} d t \rightarrow 1 \tag{41}
\end{equation*}
$$

as $n \rightarrow \infty$. Let $\Sigma_{1}=\{t \in \mathbb{R}: v(t) \neq 0\}$ and $\Sigma_{2}=\mathbb{R} \backslash \Sigma_{1}$. Obviously,

$$
\begin{equation*}
\frac{2 F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} \rightarrow+\infty, \quad t \in \Sigma_{1} \tag{42}
\end{equation*}
$$

as $n \rightarrow \infty$. By the hypothesis $\left(F_{3}\right)$, for a constant $a_{0}>0$, there exists $R_{0}>0$ such that $F(t, x) \geq a_{0}|x|^{2}$, for all $x \in \mathbb{R}^{n}$ with $|x| \geq R_{0}$ and $t \in \mathbb{R}$. It follows that

$$
\begin{align*}
\int_{\mathbb{R}} \frac{2 F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} d t & \geq \int_{\Sigma_{1}} \frac{2 F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} d t+\int_{\Sigma_{2} \cap\left\{t \in \mathbb{R}:\left|u_{n}(t)\right| \geq R_{0}\right\}} \frac{2 F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} d t+\int_{\Sigma_{2} \cap\left\{t \in \mathbb{R}:\left|u_{n}(t)\right| \leq R_{0}\right\}} \frac{2 F\left(t, u_{n}(t)\right)}{\left\|u_{n}(t)\right\|^{2}} d t \\
& \geq \int_{\Sigma_{1}} \frac{2 F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} d t+2 a_{0} \int_{\Sigma_{2} \cap\left\{t \in \mathbb{R}:\left|u_{n}(t)\right| \geq R_{0}\right\}}\left|v_{n}(t)\right|^{2} d t+\int_{\Sigma_{2} \cap\left\{t \in \mathbb{R}:\left|u_{n}(t)\right| \leq R_{0}\right\}} \frac{2 F\left(t, u_{n}(t)\right)}{\left\|u_{n}(t)\right\|^{2}} d t \\
& \geq \int_{\Sigma_{1}} \frac{2 F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} d t+\int_{\Sigma_{2} \cap\left\{t \in \mathbb{R}:\left|u_{n}(t)\right| \leq R_{0}\right\}} \frac{2 F\left(t, u_{n}(t)\right)}{\left\|u_{n}(t)\right\|^{2}} d t \tag{43}
\end{align*}
$$

By (27) and Lebesgue dominated convergent theorem, we have

$$
\begin{equation*}
\left|\int_{\Sigma_{2} \cap\left\{t \in \mathbb{R}:\left|u_{n}(t)\right| \leq R_{0}\right\}} \frac{2 F\left(t, u_{n}(t)\right)}{\left\|u_{n}(t)\right\|^{2}} d t\right| \leq c \int_{\Sigma_{2}}\left|v_{n}(t)\right|^{2} d t \rightarrow 0 \tag{44}
\end{equation*}
$$

If $\Sigma_{1}$ has positive measure, (41)-(44) implies a contradiction. Hence, the measure of $\Sigma_{1}$ must be 0 , i.e., we must have $v(t) \equiv 0$, a.e. $t \in \mathbb{R}$. Moreover, from (40), we get

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{\left(\nabla F\left(t, u_{n}(t)\right), u_{n}(t)\right)-\sigma F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} d t \rightarrow 1-\frac{\sigma}{2} . \tag{45}
\end{equation*}
$$

But by the hypothesis $\left(F_{4}^{\prime}\right)$, we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{\left(\nabla F\left(t, u_{n}(t)\right), u_{n}(t)\right)-\sigma F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} \geq \liminf _{n \rightarrow \infty}\left(-a \frac{\left|u_{n}\right|^{2}+1}{\left|u_{n}\right|^{2}}\left|v_{n}(t)\right|^{2}\right)=0 \tag{46}
\end{equation*}
$$

Hence, (45) and (46) implies that $1-\frac{\sigma}{2} \geq 0$, this contradicts with the assumption $\sigma>2$. Consequently, $\left\{u_{n}\right\}$ is bounded in $E^{\alpha}$. As in the proof of Lemma 5, we conclude that $\varphi$ satisfies the $(C)_{c}$ condition.
Remark. In the proof of (43), if we use the hypothesis $F(t, x) \geq 0$ for all $(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$, it is easy to check that it holds.
Proof of Theorem 3. Case (a). Note that $p>2$, we may choose $\|u\| \geq R_{1}$ large enough such that $\frac{1}{4}\|u\|^{2}-c_{1} \frac{|\lambda|}{q}\|f\|_{\frac{2}{2-q}}\|u\|^{q} \geq 0$ for all $u \in Z_{k}$ with $\|u\| \geq R_{1}$. By the definition of $\beta_{k}(p)$ in the proof of Theorem 1 , we have

$$
\varphi(u)=\frac{1}{2}\|u\|^{2}-\frac{\lambda}{q}\left\|f^{\frac{1}{q}} u\right\|_{q}^{q}-\frac{\mu}{p}\|u\|_{p}^{p} \geq \frac{1}{2}\|u\|^{2}-\frac{|\lambda|}{q} c_{1}\|f\|_{\frac{2}{2-q}}\|u\|^{q}-\frac{\mu}{p} \beta_{k}^{p}(p)\|u\|^{p} \geq \frac{1}{4}\|u\|^{2}-\frac{\mu}{p} \beta_{k}^{p}(p)\|u\|^{p}
$$

for any $u \in Z_{k}$ with $\|u\| \geq R_{1}$. Taking $r_{k}=\left(\frac{p}{8 \mu \beta_{k}^{p}(p)}+R_{1}^{p-2}\right)^{\frac{1}{p-2}}$, since $p>2$, by the fact that $\beta_{k}(p) \rightarrow 0$, then $r_{k} \rightarrow+\infty$ as $k \rightarrow \infty$. Thus for $u \in Z_{k}$ with $\|u\|=r_{k}$, we get that

$$
\inf _{u \in Z_{k},\|u\|=r_{k}} \varphi(u) \geq \frac{1}{8} r_{k}^{2} \rightarrow+\infty, \quad \text { as } k \rightarrow \infty .
$$

Clearly, $F(t, x)$ satisfies $\left(F_{3}\right)$, so, similarly as the proof of Theorem 1 , we can obtain that

$$
a_{k}=\max _{u \in Y_{k},\|u\|=\rho_{k}} \varphi(u)<0
$$

Next, we show that $\varphi$ satisfies the $(C)_{c}$ condition. In fact, we assume that $\left\{u_{n}\right\} \subset E^{\alpha}$ is a sequence such that

$$
\varphi\left(u_{n}\right) \rightarrow c \text { and }\left(1+\left\|u_{n}\right\|\right) \varphi^{\prime}\left(u_{n}\right) \rightarrow 0
$$

as $n \rightarrow \infty$. It follows that

$$
\varphi\left(u_{n}\right)-\frac{1}{p}\left\langle\varphi^{\prime}\left(u_{n}\right), u_{n}\right\rangle=\left(\frac{1}{2}-\frac{1}{p}\right)\left\|u_{n}\right\|^{2}-\lambda\left(\frac{1}{q}-\frac{1}{p}\right)\left\|f^{\frac{1}{q}} u_{n}\right\|_{q}^{q} \geq\left(\frac{1}{2}-\frac{1}{p}\right)\left\|u_{n}\right\|^{2}-|\lambda|\left(\frac{1}{q}-\frac{1}{p}\right)\|f\|_{\frac{2}{2-q}}\left\|u_{n}\right\|_{2}^{q},
$$

which implies that $\left\{u_{n}\right\}$ is bounded in $E^{\alpha}$ from the fact that $f \in L^{\frac{2}{2-q}}\left(\mathbb{R}, \mathbb{R}^{+}\right)$and $1<q<2<p<+\infty$. Thus, the remainder proof is similar to the proof of Theorem 1.

Case (b). Firstly we verify that (17) of Theorem 5 holds. Note that $q<2$, we may choose $\|u\| \leq R_{2}$ small enough such that $\frac{1}{4}\|u\|^{2}-c_{1} \frac{|\mu|}{p} c_{2}\|u\|^{p} \geq 0$ for all $u \in Z_{k}$ with $\|u\| \leq R_{2}$. By the definition of $\beta_{k}(2)$ in the proof of Theorem 1 , we have

$$
\begin{equation*}
\varphi(u)=\frac{1}{2}\|u\|^{2}-\frac{\lambda}{q}\left\|f^{\frac{1}{q}} u\right\|_{q}^{q}-\frac{\mu}{p}\|u\|_{p}^{p} \geq \frac{1}{2}\|u\|^{2}-\frac{\lambda}{q} \beta_{k}^{q}(2)\|f\|_{\frac{2}{2-q}}\|u\|^{q}-\frac{|\mu|}{p} c_{2}\|u\|^{p} \geq \frac{1}{4}\|u\|^{2}-\frac{\lambda}{q} \beta_{k}^{q}(2)\|f\|_{\frac{2}{2-q}}\|u\|^{q} . \tag{47}
\end{equation*}
$$

We choose $\rho_{k}=\left(\frac{8 \lambda}{q} \beta_{k}^{q}(2)\|f\|_{\frac{2}{2-q}}\right)^{\frac{1}{2-q}}$. Obviously, $\rho_{k} \rightarrow 0$ as $k \rightarrow \infty$. Hence, there exits $k_{0}>0$ such that $\rho_{k} \leq R_{2}$ for all $k \geq k_{0}$. Combining with (47), straightforward computation gives that

$$
\inf _{u \in Z_{k},\|u\|=\rho_{k}} \varphi(u) \geq \frac{1}{8} \rho_{k}^{2}>0
$$

Furthermore, by (47), for any $u \in Z_{k}$ with $\|u\| \leq \rho_{k}$, we have

$$
0 \geq d_{k}=\inf _{u \in Z_{k},\|u\| \leq \rho_{k}} \varphi(u) \geq-\frac{\lambda}{q} \beta_{k}^{q}(2)\|f\|_{\frac{2}{2-q}}\|u\|^{q}
$$

Hence, $d_{k} \rightarrow 0-$ as $k \rightarrow \infty$.
Next, we show that for the sequence $\left\{\rho_{k}\right\}$ obtained above, there exist $0<r_{k}<\rho_{k}$ for all $k \geq k_{0}$ such that

$$
\begin{equation*}
c_{k}=\inf _{u \in Y_{k},\|u\|=r_{k}} \varphi(u)<0 \tag{48}
\end{equation*}
$$

As the proof of Lemma 3.1 in [12], we get that for any finite dimensional subspace $F \subset E^{\alpha}$, there exists $\delta_{1}>0$ such that

$$
\operatorname{meas}\left\{t \in \mathbb{R}: f(t)|u(t)|^{q} \geq \delta_{1}\|u\|^{q}\right\} \geq \delta_{1}, \quad \forall u \in F \backslash\{0\}
$$

We denote by $\Omega_{u}^{\prime}=\left\{t \in \mathbb{R}: f(t)|u(t)|^{q} \geq \delta_{1}\|u\|^{q}\right\}$. Then for all $u \in Y_{k}$, if $\mu \geq 0$, we have
$\varphi(u) \leq \frac{1}{2}\|u\|^{2}-\frac{\lambda}{q}\left\|f^{\frac{1}{q}} u\right\|_{q}^{q}-\frac{\mu}{p}\|u\|_{p}^{p} \leq \frac{1}{2}\|u\|^{2}-\frac{\lambda}{q} \int_{\Omega_{u}^{\prime}} f(t)|u(t)|^{q} d t \leq \frac{1}{2}\|u\|^{2}-\frac{\lambda \delta_{1}}{q}\|u\|^{q} \operatorname{meas}\left(\Omega_{u}^{\prime}\right) \leq \frac{1}{2}\|u\|^{2}-\frac{\lambda \delta_{1}^{2}}{q}\|u\|^{q}$.
Choosing $0<r_{k}<\min \left\{\rho_{k},\left(\frac{\lambda \delta_{1}^{2}}{q}\right)^{\frac{1}{2-q}}\right\}$, directly computation shows that

$$
c_{k} \leq-\frac{r_{k}^{2}}{2}<0
$$

On the other hand, if $\mu<0$, we have

$$
\begin{aligned}
\varphi(u) & \leq \frac{1}{2}\|u\|^{2}-\frac{\mu}{p} c_{2}\|u\|^{p}-\frac{\lambda}{q} \int_{\Omega_{u}^{\prime}} f(t)|u(t)|^{q} d t \leq \frac{1}{2}\|u\|^{2}-\frac{\mu}{p} c_{2}\|u\|^{p}-\frac{\lambda \delta_{1}^{2}}{q}\|u\|^{q} \\
& =\left(\frac{1}{2}\|u\|^{2}-\frac{\lambda \delta_{1}^{2}}{2 q}\|u\|^{q}\right)+\left(-\frac{\mu}{p} c_{2}\|u\|^{p}-\frac{\lambda \delta_{1}^{2}}{2 q}\|u\|^{q}\right) .
\end{aligned}
$$

Choosing $0<r_{k}<\min \left\{\rho_{k},\left(\frac{\lambda \delta_{1}^{2}}{2 q}\right)^{\frac{1}{2-q}},\left(\frac{p \lambda \delta_{1}^{2}}{4 q(-\mu) c_{2}}\right)^{\frac{1}{p-q}}\right\}$, then $r_{k}^{2-q} \leq \frac{\lambda \delta_{1}^{2}}{2 q}$ and $r_{k}^{p-q} \leq \frac{p \lambda \delta_{1}^{2}}{4 q(-\mu) c_{2}}$. It follows that

$$
\begin{aligned}
c_{k} & \leq \frac{1}{2} r_{k}^{2}-\frac{\lambda \delta_{1}^{2}}{2 q} r_{k}^{q}+\left(-\frac{\mu}{p} c_{3} r_{k}^{p-q} r_{k}^{q}-\frac{\lambda \delta_{1}^{2}}{2 q} r_{k}^{q} \leq \frac{1}{2} r_{k}^{2}-r_{k}^{2}+\frac{(-\mu) c_{2}}{p} \frac{p \lambda \delta_{1}^{2}}{4 q(-\mu) c_{2}} r_{k}^{q}-\frac{\lambda \delta_{1}^{2}}{2 q} r_{k}^{q}\right. \\
& =-\frac{1}{2} r_{k}^{2}-\frac{\lambda \delta_{1}^{2}}{4 q} r_{k}^{q} \leq-\frac{1}{2} r_{k}^{2}-\frac{1}{2} r_{k}^{2}=-r_{k}^{2}<0 .
\end{aligned}
$$

Consequently, (48) holds.
Finally, we show that $\varphi$ satisfies the $(P S)_{c}^{*}$ condition. Indeed, let $\left\{u_{n_{j}}\right\} \subset E^{\alpha}$ be a sequence such that

$$
\begin{equation*}
n_{j} \rightarrow \infty, \quad u_{n_{j}} \in Y_{n_{j}}, \quad \varphi\left(u_{n_{j}}\right) \rightarrow c,\left.\quad \varphi^{\prime}\right|_{Y_{n_{j}}}\left(u_{n_{j}}\right) \rightarrow 0 \tag{49}
\end{equation*}
$$

For $n_{j}$ large enough, we have

$$
\begin{aligned}
c+1+\left\|u_{n_{j}}\right\| & =\varphi\left(u_{n_{j}}\right)-\frac{1}{p}\left\langle\varphi^{\prime}\left(u_{n_{j}}\right), u_{n_{j}}\right\rangle=\left(\frac{1}{2}-\frac{1}{p}\right)\left\|u_{n_{j}}\right\|^{2}-\lambda\left(\frac{1}{q}-\frac{1}{p}\right)\left\|f^{\frac{1}{q}} u_{n_{j}}\right\|_{q}^{q} \\
& \geq\left(\frac{1}{2}-\frac{1}{p}\right)\left\|u_{n_{j}}\right\|^{2}-\lambda\left(\frac{1}{q}-\frac{1}{p}\right) c_{3}\|f\|_{\frac{2}{2-q}}\| \| u_{n_{j}} \|^{q} .
\end{aligned}
$$

Since $1<q<2<p$, it yields that $\left\{u_{n_{j}}\right\}$ is bounded in $E^{\alpha}$. Hence, up to a subsequence, we may assume that $u_{n_{j}} \rightharpoonup u$ as $j \rightarrow \infty$ for some $u \in E^{\alpha}$ and $u_{n_{j}} \rightarrow u$ in $L^{s}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ for all $2 \leq s<+\infty$. Since

$$
\left|\left\langle\varphi^{\prime}\left(u_{n_{j}}\right), u_{n_{j}}-u\right\rangle\right| \leq\left\|\varphi^{\prime}\left(u_{n_{j}}\right)\right\|_{\left(E^{\alpha}\right)^{*}}\left\|u_{n_{j}}-u\right\| \rightarrow 0
$$

as $j \rightarrow \infty$, and by Hölder's inequality, we have

$$
\left.\left|\int_{\mathbb{R}} f(t)\right| u_{n_{j}}(t)\right|^{q-2} u_{n_{j}}(t) \cdot\left(u_{n_{j}}(t)-u(t)\right) d t \left\lvert\, \leq\|f\|_{\frac{2}{2-q}}\left\|u_{n_{j}}\right\|_{2}\left\|u_{n_{j}}-u\right\|_{2} \rightarrow 0\right.
$$

and

$$
\left.\left|\int_{\mathbb{R}}\right| u_{n_{j}}(t)\right|^{p-2} u_{n_{j}}(t) \cdot\left(u_{n_{j}}(t)-u(t)\right) d t \mid \leq\left\|u_{n_{j}}\right\|_{p}^{p-1}\left\|u_{n_{j}}-u\right\|_{p} \rightarrow 0
$$

as $j \rightarrow \infty$. Therefore, we get that

$$
\lim _{j \rightarrow \infty}\left\|u_{n_{j}}\right\|^{2}=\|u\|^{2}
$$

This implies that $u_{n_{j}} \rightarrow u$ in $E^{\alpha}$. In fact

$$
\lim _{j \rightarrow \infty}\left\|u_{n_{j}}-u\right\|^{2}=\lim _{j \rightarrow \infty}\left[\left\|u_{n_{j}}\right\|^{2}+\|u\|^{2}-2\left\langle u_{n_{j}}, u\right\rangle\right]=0
$$

Hence, it is easy to check that $\varphi^{\prime}(u)=0$. The proof is completed.

## 4 Conclusion

The existence of infinitely many high or small energy solutions for fractional Hamiltonian systems (1) was established by the well known fountain theorem and dual fountain theorem. Here we assume that the nonlinearities satisfy the superquadratic growth (but not the classical Ambrosetti-Rabinowtiz condition) and concave-convex conditions.
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