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Abstract: In the present article, an improved estimaﬁ[)(over usual unbiased estimator of population varia@)eis proposed by
using known coefficient of variatior() of the study variable y. Asymptotic expression for its kaasl mean square error (MSE) have
been obtained. For more practical utility the study of ps®gbestimator under estimated optimum value of k has also teeied
out. A comparative study has been made between the propssedtr and the conventional estimator. Numerical itatbn is also
given in support of the present study.
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1 Introduction

The problem of estimating population variance arises in ynairactical situations like agricultural, biological and
medical studies [Bland and Altman (19868][ The problem has been well dealt in literature in simpled@an
sampling. This problem is considered by Wakimoto (1921 jn stratified sampling. Variance estimation in PPS and
general sampling design was also considered by Das andtfi{ig277) [B], Liu (1974) [13], Chaudhury (1978)4],
Mukhopadhyay (1978)1[4], Swain and Mishra(1994)18]. Estimation of population variance under super-popatati
models has been carried out by Mukhopadhyay (1983], [Padmawar and Mukhopadyay (1981)6]. Taking
advantage of high correlation between study and auxilianables, Isaki (1983)1[0] proposed ratio and regression type
estimators of population variance. Biradar and Singh (1§88 Agrawal and Panda (1999)][explored their discussion
under prediction approach. The assumption of a known caaitiof variation is actually common in many agricultural,
biological and industrial applications. If the situationisas that the population mean is proportional to the pdjmria
standard deviation, then knowing the proportionality ¢ansis equivalent to knowing the population coefficient of
variation. For a more thorough discussion of this concepsuggest Gleser and Healy(1978).[For estimation of finite
population variance we assume that the finite populatiosistsiof N identifiable unitéUs,U,,Us, ....... ,Un) taking the
values(Y1,Y2,Ys, ....... ,Yn) on study variable y. Let

Y=gt o =R -Y)?
and
o=
be the population mean, variance and coefficient of vanatioy respectively. Similarly
Hr= R 2 (Y=Y,

2
I
B=0on=2F="1 n="12-3

7] 2 K> H3
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Let,
Y=52laY § = atr S~ )
be the sample mean and variance of y based on a sample s zfltaken from U by simple random sampling.

The proposed estimator, using known coefficient of vanmatd study variable y for the estimation of population
varianceoy? is
y

5-5(v2) @

where k is the characterizing scalar to be chosen suitably.

2 Bias and mean square error of Proposed Estimator

For the sake of simplicity we are assuming that the populatie N is large as compared to sample size n so that finite
population correction (fpc) is ignored.

Let, y=Y(1+e), § = of(1+e1), E(eo) = E(er) = 0, E(e}) = -, E(€}) = 25~ E(ever) = 2 From (1) we have

%-5(73)

Now expressing proposed estimator in terms of ei’s

_ 2 \K
%k = ay2(1+ er) (Y2(1+ep)?) (ﬁ)
= 02[1+ 2kep — (k— 1)y + k(2k — 1)e§ — 2k(k — 1)epey + K1

(s — 0%) = 07 [2kep — (k— 1)eg + k(2k — 1)e§ — 2k(k— 1)eper + kk=1) &F .. ] (2)

On taking expectation on both the sides(8f and using first order of approximation, we get the bias of pseg
estimators; as

2
Bias(s), ) = (), — 0y) = —y[2kk 1)C7 — ak(k— 1)iCy + k(k— 1) (y2y + 2)] (3)

Again, squaring(2) both sides and taking expectation, we have the mean squmreoérﬁk up to first order of
approximation to be

MSE(s}) = E(s, — 7)*
= 0}/ [4KE(€§) + (k— 1)°E(€f) — 4k(k— 1)E(ever)]
gt 4
= (VoY +2) + -~ [K3(4C] — AnyCy + Yoy + 2) + 2K(2%yCy — Yoy — 2)] )
The optimum value of k which minimizes the mean square erfr# an (4) is given by

—(2nyCy — vy — 2)
(4C2 — 4y1,Cy + oy + 2)

The minimum value of mean square error of proposed estim%&twr ko is given by

SE(L ) :F;wy+2)_&< (2yyCy — yoy — 2)° ) (©)

ko =

(5)

4CZ — 4y Cy + yoy +2
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3 Estimator with Estimated optimum Value of k

An alternative procedure for calculating mean square evi@n values ofay andy,y or their good guessed values are
not available is to replace these values involved in thenoyti k by their estimatey and o, based on sample values

and get the estimated optimum value of k denoteé by

o (G —Py-2)
(4C2 — 4nyCy + Yoy +2)
Where, iy = “—g andypy = ﬁ—‘zé —3withfls=235" (Vi—Y), == — V2 =25, (yi—y)*
)
Thus, replacing k by estimated optimum value of k in the esstimsﬁk in (1),we get for wider practical utility of the
estimator based on the estimated optimum vﬁl'u;egiven as

2 .
S, = %2(7%)k )

(7)

To find the bias and mean square errosﬁgf let

i3 = pu3(1+€2), flg = Ha(1l+e3)
Along with

y=Y(1+en), & =02(1+e)

o Ma(l+ep) ~  Ha(ltes)
3 04(1+ )2
k= o (1+ep)2 y e
- 2 4 H3(te) o | Ha(ltes)
oy (1+ep)2

3 3
oy (1+eq) 2

_ 2y1yCy(1+er—Se1—Serer+ D@~ (yoy+3)(1+e3—2e; —2e 63432 ... )+1
4C3 -4y yCy(1+e— 31— Fere+ P&l — ) +(yoy+3) (1+e3—26 — 20 63+362 —)—1

_ 2y1YCy — Yoy — 2 - 2y1YCy(er — Se1— Serer + Pef —....) — (yoy+3)(e3 — 261 — 213+ 365 — .......)
4CZ — 4y1YCy + yoy +2 2y1yCy — Yoy — 2

-1
*<1+(sz+3)(es—2e1—2e1e3+3e§— ....... )—4yyCy(er— o1 — Seyep+ B2 — . ))

4CZ — 4y1YCy + Yoy +2
[ 2mCy—yey-2 1, (e —Fe—Jeer+ Pe—..) — (Y +3)(63 201 2183+ 3 —....)
4CZ — 4y1YCy + yoy +2 2y1yCy — yoy —2
2y1yCy — yoy — 2 (yoy+3)(e3 — 261 — 2e1€3+ 365 —.....) — 4y1yYCy(€2 — Se1 — 3/2e18 + P2 — ...))
4C7 —4y1YCy + yoy +2 4C7 — 4y1YCy + yoy +2

Substitutingy = Y (1 + &), § = 03(1+ er) andk from (9) in (2), we have

2y1yCy— Yoy — 2 €
_g2) = 42 - y A _
(ik oy) o} [el 17— AysCy + yoy 12 2ep — €1 — €5+ 2081 oo (10)
Taking expectation of (10) and ignoring termsegé greater than power two, we can easily check that the bie% of

of O(%) , hence the bias Gﬁk negligible for large value of n, that is the estima$§&ris approximately unbiased estimator
of population variance.
Now squaring and taking expectation(d0), we have
_ AAa YOy —Yey—2 a2
MSE(%) =oyler (4C2—41yCy+Yay+2) 2ep— €]
_ 0_;1 2 _a_y4 (201,Cy — yoy — 2)?
= (y+2) 2 _
n (4C5 — 4nyCy + Yoy +2)

9)

. (11)
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Which is same as mean square error for the optimum value oafnkisl;hestimatousf,k based on estimated value of
optimum k also has same mean square error as that of the em'ﬂﬁg(abased on optimum K.

4 Theoretical Efficiency Comparison

We compare the proposed estimasgr with respect to usual unbiased estimator of populationam:leiesy2 and the
condition for which the proposed estimator will efficiengisen by

MSE(s), ) —MSE(s9) < 0

201Gy < Yoy +2 (12)

5 Numerical lllustration
For numerical illustration, we consider the two data as

(1) Data given in Cochran(1977, pg34) dealing with the weekipenditure of family on food(y) of 33 low-income
families, the required values are calculated from data are

n=33y= 2749, 05 =99.613033C, = 0.363036y1y = 1.4651, yoy = 2.7146
Using above values, we have

MSE(l) = 141763112 (13)

MSE (), . = 106513127 (14)

The percent relative efficiency (PRE) of the proposed estimaver the usual unbiased estimator for population
variance is 133%.
(2) Generated population from normal distribution by ussirgulation technique through R software. The Descriptibn o
this data is as follow¥ = N(5,10),n = 500Qy = 4.95, of =99.38,Cy = 2.014 y1y = 0.039, oy = —0.041
Using above values, we have
MSE(s)) = 3.87 (15)

MSE (], )min = 3.52 (16)

The percent relative efficiency (PRE) of the proposed estimaver the usual unbiased estimator for population
variance is 109%. Hence from both the data set we can conthadgoroposed estimator is better the usual unbiased
estimator for population variance.

6 Concluding Remarks

(a) From (6) it is observed that the proposed estimator vetfgrm better than usual unbiased estimator of population
variance.
(b) The estimatmsﬁk with optimum valueky and the estimator based on estimated optinkuimave same mean square
error given by
9 % (2nySy-yy-2)?

MSE(s},) = MSE(S/*)min = L(yy+2) - %m

(c) For normal population (,i.e.fofy, = 0 andByy = 3),the optimum value of k from(5),reduces to
__1
K= 17
For which mean square error of proposed estimator becomes
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ot (2c?)
MSE(S]) = & e

showing that the proposed estimator is more efficient thaalusmbiased estimator in normal parent population also.
(d) If for any dataset (12) holds then proposed estimatdrheilbetter than the usual unbiased estimator of population
variance.
(e) From numerical illustration (1) it is observed that pvsed estimator is 133% more efficient than the usual unbiased
estimator for population variance.
(f) From simulation data analysis it is observed that preplosstimator is 109% more efficient than the usual unbiased
estimator for population variance.
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