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#### Abstract

In this paper, we present a numerical method for solving the one-dimensional space fractional Schrödinger equation in the case of a particle moving in a potential field. The fractional derivative is defined by the quantum Riesz-Feller fractional derivative. A novel weighted average non-standard finite difference method is presented to solve the underline problem numerically. The stability analysis of the proposed method is given by a recently proposed procedure similar to the standard John von Neumann stability analysis and the truncation error is analyzed. Several numerical examples are introduced for various choices of derivative order $\alpha, 1<\alpha \leq 2$, and for various choices of skewness $\theta$ to demonstrate utility of the proposed method. We demonstrate that the proposed technique is more accurate than the standard weighted average finite difference method.
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## 1 Introduction

The famous Schrödinger equation is one of the fundamental equations in quantum mechanics that describes the change of the quantum behavior of some physical systems, It was formulated in 1925, by the Austrian physicist Erwin Schrödinger.

It was shown in [1] that the Feynman path integral over the Lévy like quantum-mechanical paths allows to develop a fractional generalization of the quantum mechanics. Whereas the Feynman path integral over Brownian trajectories leads to the well-known Schrödinger equation, the path integrals over Lévy trajectories lead to the fractional Schrödinger equation (FSE) with the quantum Riesz derivative. Nick Laskin [1] discovered the fundamental equation of FSE in the form:

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(r, t)}{\partial t}=C_{\alpha}(m)(-\Delta)^{\alpha / 2} \Psi(r, t)+V(r, t) \Psi(r, t), \quad t \geq 0, \quad r \in \mathbb{R} \tag{1}
\end{equation*}
$$

for the wave function $\Psi$ of a quantum particle with the mass $m$ that moves in a potential field with the potential $V$. In (1), $\hbar=\frac{h}{2 \pi}$, where $h$ is the Plank constant. $C_{\alpha}(m)$ is a positive constant which equals $\frac{\hbar^{2}}{2 m}$ for $\alpha=2$ [2], and $(-\Delta)^{\alpha / 2}$ was called in ([3], [1]) the quantum Riesz fractional derivative of order $\alpha$. In the mathematical literature, $(-\Delta)^{\alpha / 2}$ is usually referred to as the fractional Laplacian. For $\alpha=2$, the quantum Riesz fractional derivative becomes the negative Laplace operator $-\Delta$ and Eq. (1) is reduced to the classical Schrödinger equation for a quantum particle with the mass $m$ that moves in a potential field with the potential $V$.

The non-standard finite difference (NSFD) schemes were firstly proposed by Mickens [4], both for ordinary differential equations (ODEs) and partial differential equations (PDEs) with more accuracy than standard finite difference method (SFDM), Recently Sweilam et al. ([5], [6]) used this technique to solve fractional and variable order fractional differential equations, also they used to solve Two-dimensional fractional diffusion equation [7].

The purpose of this work is to study numerically the fractional Schrödinger equation with the quantum Riesz-Feller derivative for a particle that moves in a potential field using new technique called weighted average non-standard finite difference method (WA-NSFDM) and to illustrate the behavior of the solutions of FSE with various values of $\alpha$ and $\theta$.

[^0]Numerical results are given to highlight the high accuracy of the present method. Recently, in 2013, Al Saqabi [3] showed that this model with the quantum Riesz-Feller derivative can be considered from the mathematical viewpoint, but it seems to have no physical applications in the case $\theta \neq 0$.

Several analytical and numerical methods (see e.g. [8], [3], [1] to mention only few of them) have been proposed for the one-dimensional space-fractional and space-time-fractional Schrödinger equations with some specific potential fields including zero potential (free particle), the $\delta$-potential, the infinite potential well, the Coulomb potential, and a rectangular barrier. In [9] the authors introduced the implicit fully discrete local discontinuous Galerkin method (IFDLDGM) for a solution of the T-FSE, while Mohebbi et al. [10] used the meshless technique (MT) for approximating its solution numerically. Moreover, Bhrawy et al. [11] proposed a new Jacobi spectral collocation method for solving fractional Schrödinger equations and fractional coupled Schrödinger system. More recently, Bhrawy et al. [12] proposed a fully spectral collocation approximation for multi-dimensional time fractional Schrödinger equations.

This paper is structured as follows: In the next section we give some definitions on fractional calculus and some properties of non-standard discretization. Section 3 is devoted to discretization of the Cauchy-type problem for fractional Schrödinger equation with the quantum Riesz-Feller derivative in the case of a free particle using weighted average nonstandard finite difference methods. In Section 4 stability analysis and truncating error of the proposed method for solving the mention model were studied. In Section 5 some numerical treatments are establishment with their results. Concluding remarks are given in Section 6.

## 2 Preliminaries and Notations

This section gives some preliminary results which are needed in subsequent sections of this paper.

### 2.1 Fractional Calculus Definitions

In the last years fractional derivatives have found numerous applications in many fields of physics, mechanical engineering, biology, electrical engineering, control theory and finance ([13], [14], [15], [6], [4]). Fractional calculus in mathematics is a natural extension of integer-order calculus and gives a useful mathematical tool for modeling many processes in nature more than classic calculus.

Indeed, many definitions of the fractional integrals and derivatives were introduced (see e.g. [16]). The time-fractional derivatives are often given in the Caputo, Riemann-Liouville, or Grünwald-Letnikov sense. As to the space-fractional derivative, it is usually defined as an operator inverse to the Riesz potential (see e.g. [17], [14], [1]) and is referred to as the Riesz fractional derivative. Podlubny mentioned (in [18]) that "the complete theory of fractional differential equations, especially the theory of boundary value problems for fractional differential equations, can be developed only with the use of both left-and right-sided derivatives." So the spatial derivatives discussed in this paper are all Riesz-Feller potential operator, which include the two-sided Riemann-Liouville fractional derivatives. Recently, the Riesz-Feller spacefractional derivative of order $\alpha$ and skewness $\theta$ has been shown to be relevant for anomalous diffusion models [14]. In addition, this derivative is better suited for a generalization to higher order derivatives. Another advantage of using RieszFeller derivative lies in the fact that the solution of the fractional reaction-diffusion equation with Riesz-Feller derivative includes the fundamental solution for space-time reactional diffusion, which itself is a generalization of neutral fractional diffusion, space-fractional diffusion, and time-fractional diffusion [19].
For $0<\alpha<2$ and $|\theta| \leq \min \{\alpha, 2-\alpha\}$, the quantum Riesz-Feller derivative can be represented in the form (see e.g. [3], [20], [16])

$$
\begin{align*}
D_{\theta}^{\alpha} f(x)=-\frac{\Gamma(1+\alpha)}{\pi} & \left\{\sin \left((\alpha+\theta) \frac{\pi}{2}\right) \int_{0}^{\infty} \frac{f(x+\xi)-f(x)}{\xi^{1+\alpha}} d \xi\right. \\
& \left.+\sin \left((\alpha-\theta) \frac{\pi}{2}\right) \int_{0}^{\infty} \frac{f(x-\xi)-f(x)}{\xi^{1+\alpha}} d \xi\right\} \tag{2}
\end{align*}
$$

For $0<\alpha<2$ and $\alpha \neq 1$ and $\theta$ in its range, this formula can be rewritten as (see e.g. [3], [14])

$$
\begin{equation*}
D_{\theta}^{\alpha} f(x)=\left(c_{+} D_{+}^{\alpha}+c_{-} D_{-}^{\alpha}\right) f(x) \tag{3}
\end{equation*}
$$

where the coefficients $c_{ \pm}$are given by

$$
\begin{equation*}
c_{+}=c_{+}(\alpha, \theta)=\frac{\sin ((\alpha-\theta) \pi / 2)}{\sin (\alpha \pi)}, c_{-}=c_{-}(\alpha, \theta)=\frac{\sin ((\alpha+\theta) \pi / 2)}{\sin (\alpha \pi)} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(D_{+}^{\alpha} f\right)(x)=\left(\frac{d}{d x}\right)^{n}\left(I_{+}^{n-\alpha} f\right)(x), \quad\left(D_{-}^{\alpha} f\right)(x)=\left(-\frac{d}{d x}\right)^{n}\left(I_{-}^{n-\alpha} f\right)(x) \tag{5}
\end{equation*}
$$

are the two-sided Riemann-Liouville fractional derivatives with $x \in \mathbb{R}$ and $\alpha>0, n-1<\alpha \leq n, n \in \mathbb{N}$. In expressions (5) the fractional operators $I_{ \pm}^{n-\alpha}$ are defined as the left- and right-side of Weyl fractional integrals, which given by

$$
\begin{equation*}
\left(I_{+}^{\alpha} f\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{x} \frac{f(\xi)}{(x-\xi)^{1-\alpha}} d \xi, \quad\left(I_{-}^{\alpha} f\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{x}^{+\infty} \frac{f(\xi)}{(x-\xi)^{1-\alpha}} d \xi \tag{6}
\end{equation*}
$$

For $\alpha=1$, the representation (3) is not valid and has to be replaced by the formula

$$
\begin{equation*}
D_{\theta}^{1} f(x)=\left[\cos (\theta \pi / 2) D_{0}^{1}-\sin (\theta \pi / 2) D\right] f(x) \tag{7}
\end{equation*}
$$

where the operator $D_{0}^{1}$ is related to the Hilbert transform as first noted by Feller in 1952 in his pioneering paper [21]

$$
D_{0}^{1}=\frac{1}{\pi} \frac{d}{d x} \int_{-\infty}^{+\infty} \frac{f(\xi)}{x-\xi} d \xi
$$

and $D$ refers for the first standard derivative.
From the above relations one can see:
1- The quantum Riesz-Feller derivative is the Riesz-Feller derivative multiplied by -1 .
2- The Riesz-Feller fractional derivative (in space) of order $\alpha$ and skewness $\theta$ can be expressed by the linear combination of the two-sided Riemann-Liouville differential operators.

3- When $\theta=0$, the fractional Riesz-Feller derivative is changed to the Riesz derivative.
4 - For $c$ is any constant then $D_{\theta}^{\alpha}(c)=0$.
In this paper, we consider the fractional Schrödinger equation with the quantum Riesz-Feller derivative that describes the wave function $\Psi$ of a quantum particle that moves in a potential field with the potential $V$ in the form:

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(x, t)}{\partial t}=C_{\alpha}(m) D_{\theta}^{\alpha} \Psi(x, t)+V(x, t) \Psi(x, t), \quad t \geq 0, \quad x \in \mathbb{R} \tag{8}
\end{equation*}
$$

### 2.2 Non-Standard Discretization

The non-standard finite difference (NSFD) schemes were firstly proposed by Mickens [4], either for ordinary differential equations (ODEs) or partial differential equations (PDEs). A scheme is called non-standard if at least one of the following conditions is satisfied:
1- Nonlocal approximation is used.
2- Discretization of derivative is not traditional and use a nonnegative function i.e.,
when we want to approximate $\frac{d y}{d t}$ using Euler method we use $\frac{y(t+h)-y(t)}{\phi(h)}$ instead of $\frac{y(t+h)-y(t)}{h}$, where $\phi(h)$ is a continuous function of step size $h$, and the function $\phi(h)$ satisfies the following conditions:

$$
\phi(h)=h+O\left(h^{2}\right), \quad 0<\phi(h)<1, h \longrightarrow 0 .
$$

In addition to this replacement, if there are nonlinear terms in the differential equation, these are replaced by non-local approximation like for example

$$
y x \longrightarrow\left\{\begin{array}{l}
y_{n} x_{n+1} \\
y_{n+1} x_{n}
\end{array}\right.
$$

## 3 Discretization of the Cauchy-Type Problem for a Free Particle

In this section, we present the WA-NSFDM, to obtain the discretization of the fractional Schrödinger equation with the quantum Riesz-Feller derivative of order $\alpha, 1<\alpha<2$ for a free particle $(V=0)$ in the form

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(x, t)}{\partial t}=C_{\alpha}(m) D_{\theta}^{\alpha} \Psi(x, t), \quad t>0, \quad x \in \mathbb{R} \tag{9}
\end{equation*}
$$

Existence and uniqueness theorems of the solution of Eq. (9) subject to an initial condition

$$
\Psi(x, 0)=f(x), \quad x \in \mathbb{R}
$$

and the boundary conditions

$$
\Psi(x, t) \longrightarrow 0, \text { as } x \longrightarrow \pm \infty
$$

were introduced in [3] and the solution was given in terms of Fox H-function.
The problem of solving numerically equation (9) lies in a properly approximation of quantum Riesz-Feller derivative by a WA-NSFD scheme with a weight factor $\sigma \in[0,1]$.

Let us assume that the coordinates of the mesh points are

$$
x_{n}=n h, n=\ldots,-2,-1,0,1,2, \ldots, \quad t_{m}=m \triangle t, m=0,1,2, \ldots M
$$

where $h=x_{n}-x_{n-1}, \triangle t=t_{m}-t_{m-1}$. Let us define the approximation of the function $\Psi(x, t)$ on the grid ( $\left.x_{n}, t_{m}\right)$ by $\Psi\left(x_{n}, t_{m}\right)=\Psi_{n}^{m}$. Eq. (9) can be written in the following form:

$$
\begin{equation*}
i \hbar \frac{\Psi_{n}^{m+1}-\Psi_{n}^{m}}{\varphi(\triangle t)}=C_{\alpha}(m) \frac{-h^{2-\alpha}}{(\phi(h))^{2}} \sum_{k=-\infty}^{+\infty}\left(\sigma \Psi_{n+k}^{m}+(1-\sigma) \Psi_{n+k}^{m+1}\right) w_{k}+T_{n}^{m} \tag{10}
\end{equation*}
$$

where $\sigma$ being the weight factor and the coefficients $w_{k}=w_{k}(\alpha, \theta)$ have the following form [14]:

$$
\begin{aligned}
w_{k}= & \frac{-1}{2 \Gamma(3-\alpha)} \\
& \times \begin{cases}{\left[(|k|+2)^{2-\alpha}(2-\lambda)+(|k|+1)^{2-\alpha}(4 \lambda-6)\right.} & \\
\left.+|k|^{2-\alpha}(6-6 \lambda)+(|k|-1)^{2-\alpha}(4 \lambda-2)+(|k|-2)^{2-\alpha}(-\lambda)\right] c_{+} & \text {for } k \leq-2, \\
\left(3^{2-\alpha}(2-\lambda)+2^{2-\alpha}(4 \lambda-6)-6 \lambda+6\right) c_{+}+(2-\lambda) c_{-} & \text {for } k=-1, \\
\left(2^{2-\alpha}(2-\lambda)+4 \lambda-6\right)\left(c_{+}+c_{-}\right) & \text {for } k=0, \\
\left(3^{2-\alpha}(2-\lambda)+2^{2-\alpha}(4 \lambda-6)-6 \lambda+6\right) c_{+}+(2-\lambda) c_{+} & \text {for } k=1, \\
{\left[(|k|+2)^{2-\alpha}(2-\lambda)+(|k|+1)^{2-\alpha}(4 \lambda-6)\right.} & \text { for } k \geq 2, \\
\left.+|k|^{2-\alpha}(6-6 \lambda)+(|k|-1)^{2-\alpha}(4 \lambda-2)+(|k|-2)^{2-\alpha}(-\lambda)\right] c_{-}\end{cases}
\end{aligned}
$$

with

$$
\lambda=\lambda(\alpha, \theta)=2-(\alpha+|\theta|)
$$

The above replacements give rise to an error, the truncation error, denoted here by $T_{n}^{m}$. Its value will be discussed in Section 4.2. This technique has been used to simulate the fractional anomalous diffusion equation ([14], [22]), where $D_{\theta}^{\alpha}(\Psi)$ was approximated by the following formula:

$$
\begin{align*}
D_{\theta}^{\alpha}\left(\Psi\left(x_{n}, t_{m}\right)\right) \approx-\left[c_{+}\right. & \sum_{k=0}^{+\infty} \frac{1}{2(\phi(h))^{2}}\left[(2-\lambda) \Psi_{n-k+1}^{m}+(3 \lambda-4) \Psi_{n-k}^{m}\right. \\
& \left.+(2-3 \lambda) \Psi_{n-k-1}^{m}+\lambda \Psi_{n-k-2}^{m}\right] v_{k}+c_{-} \sum_{k=0}^{+\infty} \frac{1}{2(\phi(h))^{2}}\left[\lambda \Psi_{n+k+2}^{m}\right. \\
& \left.\left.+(2-3 \lambda) \Psi_{n+k+1}^{m}+(3 \lambda-4) \Psi_{n+k}^{m}+(2-\lambda) \Psi_{n+k-1}^{m}\right] v_{k}\right] \tag{11}
\end{align*}
$$

with

$$
\begin{gather*}
v_{k}=\frac{1}{\Gamma(2-\alpha)} \int_{x_{n-k-1}}^{x_{n-k}} \frac{1}{\left(x_{n}-\xi\right)^{\alpha-1}} d \xi=\frac{1}{\Gamma(2-\alpha)} \int_{x_{n+k}}^{x_{n+k+1}} \frac{1}{\left(\xi-x_{n}\right)^{\alpha-1}} d \xi \\
=h^{2-\alpha} \frac{(k+1)^{2-\alpha}-k^{2-\alpha}}{\Gamma(3-\alpha)} . \tag{12}
\end{gather*}
$$

Neglecting the truncation error on scheme (10), one gets a computable difference scheme

$$
\begin{equation*}
i \hbar \frac{\Psi_{n}^{m+1}-\Psi_{n}^{m}}{\varphi(\triangle t)}=C_{\alpha}(m) \frac{-h^{2-\alpha}}{(\phi(h))^{2}} \sum_{k=-\infty}^{+\infty}\left(\sigma \Psi_{n+k}^{m}+(1-\sigma) \Psi_{n+k}^{m+1}\right) w_{k} \tag{13}
\end{equation*}
$$

The proposed method is explicit for $\sigma=1$, partially implicit for $0<\sigma<1$, especial case when $\sigma=1 / 2$ then we have Crank-Nicholson scheme, and fully implicit for $\sigma=0$ [23].

The numerical scheme (13), which included the unbounded domain $-\infty<x<+\infty$, has no practical implementations in computer simulations [14]. Here we solve this problem in the finite domain $\Omega: L \leq x \leq R$ with boundary conditions for $t>0$

$$
\begin{equation*}
\Psi(L, t)=\Psi\left(x_{0}, t\right)=g_{L}(t), \quad \Psi(R, t)=\Psi\left(x_{N}, t\right)=g_{R}(t) \tag{14}
\end{equation*}
$$

We divide the domain $\Omega$ into $N$ sub-domains with the step $h=(R-L) / N$. Here, we can observe additional points in the grid located outside the lower and upper limits of the domain $\Omega$.
In order to introduce the Dirichlet boundary conditions, we propose a numerical treatment which assumes the same values of function $\Psi$ outside the domain limits as the values predicted on boundary nodes $x_{0}$ and $x_{N}$.

$$
\Psi\left(x_{k}, t\right)=\left\{\begin{array}{l}
\Psi\left(x_{0}, t\right) \text { for } k<0 \\
\Psi\left(x_{N}, t\right) \text { for } k>N
\end{array}\right.
$$

Based on previous considerations we need to modify expressions (13) for the discretization of the quantum Riesz-Feller derivative. Thus we have

$$
\begin{equation*}
i \hbar \frac{\Psi_{n}^{m+1}-\Psi_{n}^{m}}{\varphi(\triangle t)}=C_{\alpha}(m) \frac{-h^{2-\alpha}}{(\phi(h))^{2}}\left[\sum_{k=-n}^{N-n}\left(\sigma \Psi_{n+k}^{m}+(1-\sigma) \Psi_{n+k}^{m+1}\right) w_{k}+\left(\Psi_{0}^{m} s_{L_{n}}+\Psi_{N}^{m} s_{R_{N-n}}\right)\right] \tag{15}
\end{equation*}
$$

where

$$
\begin{aligned}
& s_{L_{n}}=\sum_{k=-\infty}^{-n-1} w_{k}=c_{-} \cdot \frac{(n+2)^{2-\alpha}(2-\lambda)+(n+1)^{2-\alpha}(3 \lambda-4)+n^{2-\alpha}(2-3 \lambda)+(n-1)^{2-\alpha}}{2 \Gamma(3-\alpha)} . \\
& s_{R_{n}}=\sum_{k=n+1}^{\infty} w_{k}=c_{+} \cdot \frac{(n+2)^{2-\alpha}(2-\lambda)+(n+1)^{2-\alpha}(3 \lambda-4)+n^{2-\alpha}(2-3 \lambda)+(n-1)^{2-\alpha}}{2 \Gamma(3-\alpha)} .
\end{aligned}
$$

Scheme (15) with the boundary condition (14) can be written after some simplification in the matrix form as:

$$
\begin{equation*}
\mathbf{C} \Psi^{\mathbf{m}+\mathbf{1}}=\mathbf{A} \Psi^{\mathbf{m}}+\mathbf{B} \tag{16}
\end{equation*}
$$

where $\Psi^{\mathbf{m}+\mathbf{1}}$ is the vector of unknown function values at time $m+1$, and

$$
\begin{gathered}
\mathbf{C}=\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
c_{-1} & 1+c_{0} & c_{1} & c_{2} & \cdots & c_{N-2} & c_{N-1} \\
c_{-2} & c_{-1} & 1+c_{0} & c_{1} & \cdots & c_{N-3} & c_{N-2} \\
c_{-3} & c_{-2} & c_{-1} & 1+c_{0} & \cdots & c_{N-4} & c_{N-3} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
c_{-N+1} & c_{-N+2} & c_{-N+3} & c_{-N+4} & \cdots & 1+c_{0} & c_{1} \\
0 & 0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right), \\
\mathbf{A}=\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
a_{-1} & 1+a_{0} & a_{1} & a_{2} & \cdots & a_{N-2} & a_{N-1} \\
a-2 & a_{-1} & 1+a_{0} & a_{1} & \cdots & a_{N-3} & a_{N-2} \\
a-3 & a_{-2} & a_{-1} & 1+a_{0} & \cdots & a_{N-4} & a_{N-3} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
a_{-N+1} & a_{-N+2} & a_{-N+3} & a_{-N+4} & \cdots & 1+a_{0} & a_{1} \\
0 & 0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right), \\
\mathbf{B}=\left[0, b_{1}, b_{2}, \ldots, b_{N-1}, 0\right]^{T}, \\
c_{j}=i \frac{C_{\alpha}(m) \varphi(\triangle t) h^{2-\alpha}}{\hbar(\phi(h))^{2}}(\sigma-1) w_{j}, \\
j=-N+1,, \ldots, 0, \ldots, N-1,
\end{gathered}
$$

$$
\begin{gathered}
a_{j}=i \frac{C_{\alpha}(m) \varphi(\triangle t) h^{2-\alpha}}{\hbar(\phi(h))^{2}} \sigma w_{j}, \quad j=-N+1,, \ldots, 0, \ldots, N-1, \\
b_{n}=i \frac{C_{\alpha}(m) \varphi(\triangle t) h^{2-\alpha}}{\hbar(\phi(h))^{2}}\left(\Psi_{0}^{m} s_{L_{n}}+\Psi_{N}^{m} s_{R_{N-n}}\right), \quad n=1,2, \ldots, N-1 .
\end{gathered}
$$

## 4 Stability Analysis and Truncating Error

### 4.1 Stability Analysis

In this section, John von Neumann procedure is used to study the stability analysis of the weighted average scheme (15).
Let us consider $\beta=-\frac{C_{\alpha}(m) \varphi(\Delta t) h^{2-\alpha}}{\hbar(\phi(h))^{2}}$, then scheme (15) can be written in the form

$$
\begin{equation*}
i\left(\Psi_{n}^{m+1}-\Psi_{n}^{m}\right)=\beta\left[\sum_{k=-n}^{N-n}\left(\sigma \Psi_{n+k}^{m}+(1-\sigma) \Psi_{n+k}^{m+1}\right) w_{k}+\left(\Psi_{0}^{m} s_{L_{n}}+\Psi_{N}^{m} s_{R_{N-n}}\right)\right] \tag{17}
\end{equation*}
$$

Theorem 1. The weighted average scheme (17) is conditionally stable.

Proof.Assuming that $\Psi_{n}^{m}=\xi^{m} e^{i n h q}$ with $q$ is the spatial wave number (which we assume to be purely real) [25] then Eq. (17) can be written in the following form

$$
i\left(\xi^{m+1}-\xi^{m}\right) e^{i n h q}=\beta\left[\sum_{k=-n}^{N-n}\left(\sigma \xi^{m}+(1-\sigma) \xi^{m+1}\right) w_{k} e^{i(n+k) h q}+\left(s_{L_{n}}+s_{R_{N-n}} e^{i N h q}\right) \xi^{m}\right]
$$

dividing the last equation by $\xi^{m} e^{i n h q}$ where $\frac{\xi^{m+1}}{\xi^{m}}=\eta \equiv \eta(q)$ is the amplification factor [24], we find:

$$
i(\eta-1)=\beta\left[\sum_{k=-n}^{N-n}(\sigma+(1-\sigma) \eta) w_{k} e^{i k h q}+\left(s_{L_{n}} e^{-i n h q}+s_{R_{N-n}} e^{i(N-n) h q}\right)\right],
$$

so we can confirm that

$$
\eta\left[i-\beta(1-\sigma) \sum_{k=-n}^{N-n} w_{k} e^{i k h q}\right]=i+\beta\left[\sigma \sum_{k=-n}^{N-n} w_{k} e^{i k h q}+z_{n}\right]
$$

also

$$
|\eta| \cdot\left|i-\beta(1-\sigma) \sum_{k=-n}^{N-n} w_{k} e^{i k h q}\right|=\left|i+\beta\left[\sigma \sum_{k=-n}^{N-n} w_{k} e^{i k h q}+z_{n}\right]\right|,
$$

where $z_{n}=s_{L_{n}} e^{-i n h q}+s_{R_{N-n}} e^{i(N-n) h q}$ and $\overline{z_{n}}$ is the complex conjugate of $z_{n}$.
The scheme will be stable as long as $|\eta| \leq 1$, for all $q$ i.e.,

$$
\left|i+\beta\left(\sigma \sum_{k=-n}^{N-n} w_{k} e^{i k h q}+z_{n}\right)\right| \leq\left|i-\beta(1-\sigma) \sum_{k=-n}^{N-n} w_{k} e^{i k h q}\right|
$$

this inequality takes the next form depending on properties of the complex number norm:

$$
\begin{aligned}
& {\left[i+\beta\left(\sigma \sum_{k=-n}^{N-n} w_{k} e^{i k h q}+z_{n}\right)\right]\left[-i+\beta\left(\sigma \sum_{k=-n}^{N-n} w_{k} e^{-i k h q}+\overline{z_{n}}\right)\right]} \\
& \quad \leq\left[i-\beta(1-\sigma) \sum_{k=-n}^{N-n} w_{k} e^{i k h q}\right]\left[-i-\beta(1-\sigma) \sum_{k=-n}^{N-n} w_{k} e^{-i k h q}\right]
\end{aligned}
$$

The above inequality can be written as:

$$
\begin{align*}
& \beta \sigma^{2} \sum_{k=-n}^{N-n} w_{k} e^{i k h q} \sum_{k=-n}^{N-n} w_{k} e^{-i k h q}+\beta \sigma\left(\overline{z_{n}} \sum_{k=-n}^{N-n} w_{k} e^{-i k h q}+z_{n} \sum_{k=-n}^{N-n} w_{k} e^{i k h q}\right) \\
& +\beta z_{n} \overline{z_{n}}-i \sigma\left(\sum_{k=-n}^{N-n} w_{k} e^{i k h q}-\sum_{k=-n}^{N-n} w_{k} e^{-i k h q}\right)-i\left(z_{n}-\overline{z_{n}}\right) \\
& \leq i(1-\sigma)\left(\sum_{k=-n}^{N-n} w_{k} e^{i k h q}-\sum_{k=-n}^{N-n} w_{k} e^{-i k h q}\right)+\beta(1-\sigma)^{2} \sum_{k=-n}^{N-n} w_{k} e^{i k h q} \sum_{k=-n}^{N-n} w_{k} e^{-i k h q} . \tag{18}
\end{align*}
$$

Let $z_{n}=r_{n} e^{i \theta_{n}}$, then the previous inequality (18) after some simplification:

$$
\begin{aligned}
& \beta \sigma r_{n}\left(e^{-i \theta_{n}} \sum_{k=-n}^{N-n} w_{k} e^{i k h q}+e^{i \theta_{n}} \sum_{k=-n}^{N-n} w_{k} e^{-i k h q}\right)+\beta r_{n}^{2}-2 \sin \theta_{n} \\
\leq & i\left(\sum_{k=-n}^{N-n} w_{k} e^{i k h q}-\sum_{k=-n}^{N-n} w_{k} e^{-i k h q}\right)+\beta(1-2 \sigma) \sum_{k=-n}^{N-n} w_{k} e^{i k h q} \sum_{k=-n}^{N-n} w_{k} e^{-i k h q},
\end{aligned}
$$

which equivalent to

$$
\begin{aligned}
\beta\left[\sigma r_{n} \cdot 2 \sum_{k=-n}^{N-n} w_{k} \cos \left(\theta_{n}-k h q\right)-\right. & \left.(1-2 \sigma)\left(\sum_{k=-n}^{N-n} w_{k}^{2}+2 \sum_{k=-n, v=-n, k \neq v}^{N-n} w_{k} w_{v} \cos (k-v) h q\right)+r_{n}^{2}\right] \\
& \leq 2 \sin \theta_{n}-2 \sum_{k=-n}^{N-n} w_{k} \sin (k h q)
\end{aligned}
$$

So the scheme (17) is stable under the condition:

$$
\begin{equation*}
\beta B-A \leq 0 \tag{19}
\end{equation*}
$$

with

$$
\begin{gathered}
A=2 \sin \theta_{n}-2 \sum_{k=-n}^{N-n} w_{k} \sin (k h q), \\
B=2 \sigma r_{n} \sum_{k=-n}^{N-n} w_{k} \cos \left(\theta_{n}-k h q\right)-(1-2 \sigma)\left(\sum_{k=-n}^{N-n} w_{k}^{2}+2 \sum_{k=-n, v=-n, k \neq v}^{N-n} w_{k} w_{v} \cos (k-v) h q\right)+r_{n}^{2} .
\end{gathered}
$$

### 4.2 Truncating Error

Theorem 2. The truncating error of WA-NSFD scheme (10) is:

$$
T_{n}^{m}=O\left(\varphi(\triangle t)+\phi(h)+h^{2-\alpha}\right)
$$

Proof. From the definition of truncating error given by Eq. (10), one gets

$$
\begin{equation*}
T_{n}^{m}=i \hbar \frac{\Psi_{n}^{m+1}-\Psi_{n}^{m}}{\varphi(\triangle t)}+C_{\alpha}(m) \frac{h^{2-\alpha}}{(\phi(h))^{2}} \sum_{k=-\infty}^{+\infty}\left(\sigma \Psi_{n+k}^{m}+(1-\sigma) \Psi_{n+k}^{m+1}\right) w_{k} \tag{20}
\end{equation*}
$$

depending on Taylor series expansion we find (for all $n$ )

$$
\begin{equation*}
\frac{\Psi_{n}^{m+1}-\Psi_{n}^{m}}{\varphi(\triangle t)}=\Psi_{t}+\frac{1}{2} \cdot \Psi_{t t} \cdot(\varphi(\triangle t))+\frac{1}{6} \Psi_{t t t} \cdot(\varphi(\triangle t))^{2}+\ldots \tag{21}
\end{equation*}
$$

and Eq.(11) takes the form (for all $m$ )

$$
\begin{align*}
D_{\theta}^{\alpha}\left(\Psi_{n}^{m}\right) \approx- & {\left[c_{+} \sum_{k=0}^{+\infty}\left[\Psi_{x x}+\frac{1}{2} \phi(h) \Psi_{x x x}+\frac{1}{48}(4+12 \lambda)(\phi(h))^{2} \Psi_{x x x x}+\ldots\right] v_{k}\right.} \\
& \left.+c_{-} \sum_{k=0}^{+\infty}\left[\Psi_{x x}+\frac{1}{2} \phi(h) \Psi_{x x x}+\frac{1}{48}(4+12 \lambda)(\phi(h))^{2} \Psi_{x x x x}+\ldots\right] v_{k}\right] \tag{22}
\end{align*}
$$

We mention here (for example) the Taylor expansion for $\Psi_{n-k+1}^{m}$ which we have used to write Eq. (11) in the form (22)

$$
\Psi_{n-k+1}=\Psi_{n-k}+\Psi_{x} \cdot \phi(h)+\frac{1}{2} \Psi_{x x} \cdot(\phi(h))^{2}+\frac{1}{6} \Psi_{x x x} \cdot(\phi(h))^{3}+\frac{1}{24} \Psi_{x x x x} \cdot(\phi(h))^{4}+\ldots
$$

Eq. (22) can be written, using Eq. (12), in the following form

$$
\begin{align*}
& D_{\theta}^{\alpha}\left(\Psi_{n}^{m}\right) \approx \frac{h^{2-\alpha}}{(\phi(h))^{2}} \sum_{k=-\infty}^{+\infty}\left(\Psi_{n+k}^{m}\right) w_{k}=-\left(c_{+}+c_{-}\right)\left[\Psi_{x x}+\frac{1}{2} \phi(h) \Psi_{x x x}\right. \\
&\left.+\frac{1}{48}(4+12 \lambda)(\phi(h))^{2} \Psi_{x x x x}+\ldots\right] \sum_{k=0}^{+\infty} h^{2-\alpha} \frac{(k+1)^{2-\alpha}-k^{2-\alpha}}{\Gamma(3-\alpha)} . \tag{23}
\end{align*}
$$

Inserting these expressions $(21,23)$ into Eq. $(20)$, the local truncation error is

$$
T_{n}^{m}=O\left(\varphi(\triangle t)+\phi(h)+h^{2-\alpha}\right)
$$

Accordingly, our scheme is convergent under the condition (19).

## 5 Numerical Examples

In this section we present the results obtained by the present numerical approach (16) with $\varphi(\triangle t)=\sinh (\triangle t), \phi(h)=$ $\sinh (h)$.
Example 1. Consider the space fractional Schrödinger equation with the quantum Riesz-Feller derivative

$$
\begin{equation*}
\frac{\partial \Psi(x, t)}{\partial t}=-i D_{\theta}^{\alpha} \Psi(x, t),-2<x<2, t>0, \quad 1<\alpha<2 \tag{24}
\end{equation*}
$$

with the initial condition:

$$
\Psi(x, 0)=1+\cosh (2 x)
$$

the boundary conditions:

$$
\Psi(-2, t)=1+\cosh (-4) e^{-4 i t}, \quad \Psi(2, t)=1+\cosh (4) e^{-4 i t}
$$

and the exact solution when $\alpha=2$ [8] is:

$$
\Psi(x, t)=1+\cosh (2 x) e^{-4 i t},-2 \leq x \leq 2
$$

Table(1) shows the maximum error between the norm of the numerical solution obtained by using the WA-NSFDM and the norm of the exact solution, is smaller than the maximum error between the norm of the numerical solution obtained by using the FDM and the norm of the exact solution, when $\sigma=1$ at $t=1$, using $N=10$ and different values of $M$.

Table(2) shows the maximum errors between the norm of the numerical solution obtained by using the WA-NSFDM and the norm of the exact solution, when $\sigma=1,0.5,0$, at $t=1$, using $N=50$ and different values of $M$ also it shows the stability bound (SB) (19).

The behavior of the real parts of the analytical and numerical solutions by means of the WA-NFDM $(\sigma=1)$ with different values of $\alpha$ and $\theta$ when $0<t \leq 0.6$ are presented in Figures (1) and (2).


Fig. 1: Solution of the real part of example (1) for different values of $\alpha, \theta$ and $N=12, M=100$.


Fig. 2: Unstable solution of the real part of example (1) when $N=20, M=100, \alpha=2, \theta=0$, here $S B=0.0151$.

Table 1: The maximum error for example (1) when $\alpha=2$ and $N=10$ at $\mathrm{t}=1$ using WA-NSFDM and FDM $(\sigma=1)$.

| M | max-error-WA-NSFD | max-error-SFD |
| :---: | :---: | :---: |
| 100 | $1.2072 \mathrm{e}-01$ | $3.9669 \mathrm{e}-01$ |
| 500 | $1.7256 \mathrm{e}-02$ | $3.9339 \mathrm{e}-01$ |
| 1000 | $8.5100 \mathrm{e}-03$ | $3.9404 \mathrm{e}-01$ |
| 5000 | $1.6870 \mathrm{e}-03$ | $3.9449 \mathrm{e}-01$ |
| 10000 | $8.4269 \mathrm{e}-04$ | $3.9455 \mathrm{e}-01$ |

Table 2: The maximum error for example (1) when $\alpha=2$ and $N=50$ at $\mathrm{t}=1$ using WA-NSFDM with $\sigma=1,0.5,0$ and the (SB)

| M | $(\sigma=1)$ |  | $(\sigma=0.5)$ | $(\sigma=0)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | max-error | SB | max-error | SB | max-error | SB |
| 50 | divergent | $9.6 \mathrm{e}-04$ | $6.2345 \mathrm{e}-01$ | $-9.8 \mathrm{e}-04$ | $2.7353 \mathrm{e}-01$ | $-9.6 \mathrm{e}-04$ |
| 200 | divergent | $9.8 \mathrm{e}-04$ | $1.5703 \mathrm{e}-01$ | $-9.8 \mathrm{e}-04$ | $1.2620 \mathrm{e}-01$ | $-9.8 \mathrm{e}-04$ |
| 500 | divergent | $9.8 \mathrm{e}-04$ | $4.2314 \mathrm{e}-02$ | $-9.8 \mathrm{e}-04$ | $6.3040 \mathrm{e}-02$ | $-9.8 \mathrm{e}-04$ |
| 1000 | divergent | $9.8 \mathrm{e}-04$ | $2.3245 \mathrm{e}-02$ | $-9.8 \mathrm{e}-04$ | $3.3042 \mathrm{e}-02$ | $-9.8 \mathrm{e}-04$ |
| 2000 | divergent | $9.8 \mathrm{e}-04$ | $1.8051 \mathrm{e}-03$ | $-9.8 \mathrm{e}-04$ | $1.9655 \mathrm{e}-03$ | $-9.8 \mathrm{e}-04$ |

Example 2. Consider the space fractional Schrödinger equation with the quantum Riesz-Feller derivative

$$
\begin{equation*}
\frac{\partial \Psi(x, t)}{\partial t}=-i D_{\theta}^{\alpha} \Psi(x, t),-2<x<2, t>0, \quad 1<\alpha<2 \tag{25}
\end{equation*}
$$

with the initial condition:

$$
\Psi(x, 0)=e^{3 i x}
$$

the boundary conditions:

$$
\Psi(-2, t)=e^{3 i(-2+3 t)}, \quad \Psi(2, t)=e^{3 i(2+3 t)}
$$

and the exact solution when $\alpha=2$ is given as follows [8]:

$$
\Psi(x, t)=e^{3 i(x+3 t)}, \quad-2 \leq x \leq 2
$$

Table(3) shows the maximum errors of WA-NSFDM, when $\sigma=1,0.5,0$, between norm of the exact solution and norm of the numerical solutions at $t=1$, using $M=1000$ and different values of $N$ also it shows the (SB) (19).

Table(4) shows the maximum errors of WA-NSFDM, when $\sigma=1,0.5,0$, between norm of the exact solution and norm of the numerical solutions at $t=1$, using $N=40$ and different values of $M$ also it shows the (SB) (19).

The behavior of the imaginary parts of the analytical and numerical solution by means of the WA-NFDM $(\sigma=1)$ with different values of $\alpha$ and $\theta$ when $0<t \leq 0.6$ are presented in Figures (3) and (4).

Table 3: The max-error for example (2) when $\alpha=2$ and $M=1000$ at $\mathrm{t}=1$ using WA-NSFDM with $\sigma=1,0.5,0$ and the (SB) with different value of $N$.

|  | $(\sigma=1)$ |  |  | $(\sigma=0.5)$ |  | $(\sigma=0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | max-error | SB | max-error | SB | max-error | SB |
| 20 | $2.9664 \mathrm{e}-01$ | $-1.5 \mathrm{e}-02$ | $2.8405 \mathrm{e}-01$ | $-1.5 \mathrm{e}-02$ | $2.9954 \mathrm{e}-01$ | $-1.5 \mathrm{e}-02$ |
| 50 | divergent | $9.8 \mathrm{e}-04$ | $4.3375 \mathrm{e}-02$ | $-9.8 \mathrm{e}-04$ | $7.1492 \mathrm{e}-02$ | $-9.8 \mathrm{e}-04$ |
| 100 | divergent | $1.2 \mathrm{e}-04$ | $1.1069 \mathrm{e}-02$ | $-1.2 \mathrm{e}-04$ | $4.8963 \mathrm{e}-02$ | $-1.2 \mathrm{e}-04$ |
| 200 | divergent | $1.5 \mathrm{e}-05$ | $7.7360 \mathrm{e}-03$ | $-1.5 \mathrm{e}-05$ | $4.7809 \mathrm{e}-02$ | $-1.5 \mathrm{e}-05$ |



Fig. 3: Behavior of the imaginary part of solution of example (2) for different values of $\alpha, \theta$ and $N=12, M=100$.


Fig. 4: Unstable solution of the imaginary part of example (2) when $N=20, M=100, \alpha=2, \theta=0$, here $S B=1.5128 e-02$.

Table 4: The max-error for example (2) when $\alpha=2$ and $N=40$ at $\mathrm{t}=1$ using WA-NSFDM with $\sigma=1,0.5,0$ and the (SB) with different value of $M$.

|  | $(\sigma=1)$ |  |  | $(\sigma=0.5)$ |  | $(\sigma=0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | max-error | SB | max-error | SB | max-error | SB |
| 10 | divergent | $1.5 \mathrm{e}-03$ | $6.5126 \mathrm{e}-01$ | $-1.9 \mathrm{e}-03$ | $8.8342 \mathrm{e}-01$ | $-1.5 \mathrm{e}-03$ |
| 100 | divergent | $1.8 \mathrm{e}-03$ | $6.9029 \mathrm{e}-02$ | $-1.9 \mathrm{e}-03$ | $4.2900 \mathrm{e}-01$ | $-1.8 \mathrm{e}-03$ |
| 200 | divergent | $1.9 \mathrm{e}-03$ | $3.3151 \mathrm{e}-02$ | $-1.9 \mathrm{e}-03$ | $2.2612 \mathrm{e}-01$ | $-1.9 \mathrm{e}-03$ |
| 500 | divergent | $1.9 \mathrm{e}-03$ | $2.6544 \mathrm{e}-02$ | $-1.9 \mathrm{e}-03$ | $2.6544 \mathrm{e}-02$ | $-1.9 \mathrm{e}-03$ |

Example 3. Consider the space fractional Schrödinger equation with the quantum Riesz-Feller derivative

$$
\begin{equation*}
\frac{\partial \Psi(x, t)}{\partial t}=-i D_{\theta}^{\alpha} \Psi(x, t)-i v(x, t) \Psi(x, t), \quad 0<x<2 \pi, t>0, \quad 1<\alpha<2 \tag{26}
\end{equation*}
$$

such that

$$
v(x, t)=3 / 2+\sin \frac{\theta \pi}{2}+\cos \frac{\theta \pi}{2}
$$

with the initial condition:

$$
\Psi(x, 0)=\sin (x)
$$

the boundary conditions:

$$
\Psi(0, t)=0, \quad \Psi(2, t)=\sin (2) e^{(-3 i t / 2)}
$$

and the exact solution is:

$$
\Psi(x, t)=\sin (x) e^{(-3 i t / 2)}, \quad 0 \leq x \leq 2 \pi
$$

Table(5) shows the maximum errors of WA-NSFDM, when $\sigma=1,0.5,0$, between norm of the exact solution and norm of the numerical solutions, using $N=10, M=100, \theta=0$ and different values of $\alpha$ when $t=0.1$ also it shows the (SB) (19).

Table(6) shows the maximum errors of WA-NSFDM, when $\sigma=1,0.5,0$, between norm of the exact solution and norm of the numerical solutions, using $N=10, M=100, \alpha=1.7$ and different values of $\theta$ when $t=0.1$ also it shows the (SB) (19).

Figs. (5) show the behavior of the real part of the exact solution and the solutions of example (3) using the WA-NSFDM ( $\sigma=1$ ) for different values of $\alpha$ and $\theta$ when $N=15, M=10$.

Figs. (6) show the behavior of the real part of the solutions of example (3) using the WA-NSFDM ( $\sigma=1$ ) for $\alpha=2$ and $\theta=0$ when $N=10, M=10$.

Table 5: The max-error for example (3) when $N=10, M=100, \theta=0$ and different values of $\alpha$, using WA-NSFD with $\sigma=1,0.5,0$ and the (SB).

|  | $(\sigma=1)$ |  | $(\sigma=0.5)$ |  | $(\sigma=0)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | max-error | SB | max-error | SB | max-error | SB |
| 2 | divergent | $7.5 \mathrm{e}-03$ | $1.0960 \mathrm{e}-02$ | $-7.5 \mathrm{e}-03$ | $1.1075 \mathrm{e}-02$ | $-7.5 \mathrm{e}-03$ |
| 1.7 | divergent | $6.8 \mathrm{e}-02$ | $1.0873 \mathrm{e}-02$ | $-6.8 \mathrm{e}-02$ | $1.0096 \mathrm{e}-02$ | $-6.8 \mathrm{e}-02$ |
| 1.4 | divergent | $1.2 \mathrm{e}-01$ | $8.1281 \mathrm{e}-03$ | $-1.2 \mathrm{e}-01$ | $8.0639 \mathrm{e}-03$ | $-1.2 \mathrm{e}-01$ |
| 1.1 | divergent | $1.8 \mathrm{e}-01$ | $5.7612 \mathrm{e}-03$ | $-1.8 \mathrm{e}-01$ | $5.6717 \mathrm{e}-03$ | $-1.8 \mathrm{e}-01$ |
| 1 | divergent | $1.9 \mathrm{e}-01$ | $7.6605 \mathrm{e}-04$ | $-1.9 \mathrm{e}-01$ | $2.4310 \mathrm{e}-04$ | $-1.9 \mathrm{e}-01$ |



Fig. 5: Behavior of the real part solutions of example (3) for different values of $\alpha$ and $\theta$ and $N=15, M=10$.


Fig. 6: Unstable solution of the real part of example (3) when $N=10, M=10, \alpha=2, \theta=0$, here $S B=7.5382 e-03$.

Table 6: The max-error for example (3) when $N=10, M=100, \alpha=1.7$ and different values of $\theta$, using WA-NSFD with $\sigma=1,0.5,0$ and the (SB).

|  | $(\sigma=1)$ |  |  | $(\sigma=0.5)$ |  | $(\sigma=0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta$ | max-error | SB | max-error | SB | max-error | SB |
| 0 | divergent | $6.8 \mathrm{e}-02$ | $1.0132 \mathrm{e}-02$ | $-6.8 \mathrm{e}-02$ | $1.0096 \mathrm{e}-02$ | $-6.8 \mathrm{e}-02$ |
| 0.1 | divergent | $6.2 \mathrm{e}-02$ | $8.4556 \mathrm{e}-03$ | $-6.2 \mathrm{e}-02$ | $8.4522 \mathrm{e}-03$ | $-6.2 \mathrm{e}-02$ |
| 0.2 | divergent | $4.8 \mathrm{e}-02$ | $6.8251 \mathrm{e}-03$ | $-4.8 \mathrm{e}-02$ | $6.9052 \mathrm{e}-03$ | $-4.8 \mathrm{e}-02$ |
| 0.3 | divergent | $2.8 \mathrm{e}-02$ | $6.0464 \mathrm{e}-03$ | $-2.8 \mathrm{e}-02$ | $6.1157 \mathrm{e}-03$ | $-2.8 \mathrm{e}-02$ |
| -0.2 | divergent | $5.6 \mathrm{e}-02$ | $1.4159 \mathrm{e}-02$ | $-5.6 \mathrm{e}-02$ | $1.3923 \mathrm{e}-02$ | $-5.6 \mathrm{e}-02$ |

## 6 Conclusions

In this paper, we used WA-NSFDM to introduce numerically the approximate solution of a fractional Schrödinger equation with the quantum Riesz-Feller derivative. The proposed method is based on choosing the weight factor $\sigma$. The main advantage of this method is, it can be explicit or implicit with large stability regions as we see in tables (2-6). Special attention is given to study the stability and consistency of proposed methods. To execute this aim we have resorted to the kind of John Von Neumann stability analysis. Some numerical results are used to show the accuracy of the WA-NSFDM and some figures are used to demonstrate how the solutions change when $\alpha$ and $\theta$ take different values. All computations in this paper are performed using MATLAB programming.
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