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Abstract: A spatial outlier is a spatially referenced object whose nonspatial attribute value is significantly different from the
corresponding values in its spatial neighbourhood. In other words, a spatial outlier is a local instability, or an extreme observation
which deviates significantly in its spatial neighbourhood,but may not be in the entire data set. In this paper, we have applied the
well-known mean algorithm for detecting spatial outliers in the multiple attributes state wise crime data and predicted which states
need more attention from the government so as to reduce crimes there. We have also done regression analysis between the populations
of age group 15-19 years and separately for population of age15 years with the crimes data of all states.
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1 Introduction

Hawkins [2] had defined an outlier as an observation that is significantly different from the remaining observation in a
dataset so as to arouse suspicion that it was generated by different mechanism. Barnett and Lewis [13] had defined an
outlier as an observation that deviates significantly in thesample in which they occur.

There are generally three types of outliers: points, contextual (or conditional) and collective [14]. Point outliers are
the data points that are significantly different with rest ofthe data points. Contextual (or conditional) outliers are the data
points which are different from the remaining data points ina specific context but not otherwise [15]. These types of
outlier are defined with the help of two attributes: contextual and behavioural. The former one is used to define the
context in which the outliers are assessed and later is the attribute used to decide outlierness of a data points. A cluster
outlier is a group of observation that are clustered together having low variance among them but it is significantly
different from the remaining dataset.

Spatial datasets are spatially referenced objects with some non-spatial attributes. In other words spatial datasets
consist of two attributes: spatial and non-spatial. Spatial attributes include location, shape and other geometric or
topological properties and non-spatial attributes include length, height, ownership, building age, name, etc. Spatial
neighbourhood of a spatially referenced point is the subsetof spatial datasets based on the spatial dimension using spatial
relationship e.g., distance or adjacency. Spatial outlieris a spatially referenced object whose non spatial attribute is
significantly different from the corresponding values in its spatial neighbourhood. In other words, we can say that a
spatial outlier is a local instability or an extreme observation which is different in its neighbourhood but may not be in
the entire dataset.

Outlier detection is very important in getting some interesting and useful patterns for further analysis. In literature,
various tests for outlier detection, also known as discordancy tests, have been proposed by several authors [13,14]. The
main idea behind these types of tests is to fit the datasets to aknown distribution and to develop a test based on the
distribution properties. These types of tests are based on the assumption that the data distribution is known, the
observations are independently and identically distributed, distribution parameters are known and the number of
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expected outlier must be known in advance. These tests are unsuitable when the above mentioned assumptions are not
met. This condition usually arises in the case when the observations are from unknown distribution and also of higher
dimension. Several non-parametric techniques have been proposed, including distribution based, density based, cluster
based and depth based [6,5,8,4].

Detection of spatial outlier is useful in many applicationslike geographic information systems (GIS), spatial
databases, transportation, ecology, public safety, public health climatology etc. but the above mentioned techniques are
not suitable for detecting spatial outlier as they would generally identify global extreme observations as spatial outliers.
In 2003, Shekhar et al. [11,12] introduced a technique for detecting spatial outliers in graph datasets. Their method was
based on the distribution property of the difference between non-spatial attribute value at a point and average of
non-spatial attribute values in its spatial neighbourhood. Several spatial outlier detection techniques are available in
literature [10,1,7]. They can be classified in two categories: graphical methods and quantitative methods. Graphical
methods, for example, variogram cloud and pocket plots, is based on the visualization of spatial dataset which highlights
spatial outliers. Quantitative methods, for example scatter plots and Moran scatter plots, provide a test which
distinguishes spatial outlier from the remaining data points.

The above mentioned approaches are only suitable in case of asingle attribute only. They could not be successfully
applied for the higher dimensional data due to sparsity of data in higher dimension. In literature, the two well-known
approaches for dealing with multiple attributes, namely mean and median approach [3] used Mahalanobis distance which
is more suitable for dealing with higher dimensional data ascompared to Euclidean distance.

In view of the above, the present study deal with the mean approach for detecting spatial outlier in a multiple
attribute data and applied regression analysis technique between the population of age group 15-19 years and separately
for population of age 15 years in a given state with the crimesin that state.

2 The Methodology

Let X={x1,x2, . . . ,xn} be a set of spatially referenced objects and for eachxi ,there are multiple attributesyi1,yi2, . . . ,yiq.
So we have a functionf : X → Rq, whereRq denotes theq dimensional Euclidean space such that eachxi in X is
associated with an elementf (xi)=( f1(xi), f2(xi), . . . , fq(xi))=(yi1,yi2, . . . ,yiq) of Rq. This function is called an attribute
function associated withX. Denote the set{y1,y2, . . . ,yn} by Y. Next, for eachxi , there is a set ofk nearest neighbours
in the spatial neighbourhood ofxi , denoted byNNk(xi).If k is a variable for eachxi , then it is usually denoted byki ,for
i = 1,2, . . . ,n and in this case the spatial neighbourhood ofxi is denoted byNNki (xi). g is a neighbourhood function from
X to Rm , whoseith component gives the summary statistics of attribute valueyi in the spatial neighbourhood ofxi i.e.
NNk(xi)(or NNki (xi)). A comparison functionh is the function off andg, whose domain isX and range isRs, where
s≤ m. If we takeh= f −g , thens= m and if h= f1/g1, thens= 1. Clearly , dimension of the range ofh depends on
the choice ofh. In this paper, we have takenh= f −g , sos= m. In the mean algorithm,h(x) is assumed to be normally
distributed asNq(µ ,∑) i.e., m dimensional vectorh(x) follows the multivariate normal distribution with mean vector µ

and variance-covariance matrix∑, whereµ and∑ are given by:µ = 1
n

n
∑

i=1
h(xi) and∑ = 1

n

n
∑

i=1
[h(xi)− µ ][h(xi)− µ ]T.

Thend2(x) = [h(xi)− µ ]T ∑−1[h(xi)− µ ] follows χ2
q, whereχ2

q is chi-square distribution withq degrees of freedom.

3 Mean Algorithm

1.Given a set X={x1,x2, . . . ,xn} of spatially referenced objects and a predefined threshold valueθ , depending on the
confidence interval.

2.Standardize the attribute functionf j by replacingf j (xi) by
f j (xi)−µ( f j )

σ( f j )
,for eachj = 1,2, . . . ,m.

3.For eachxi , compute the neighbourhood functiong = (g1,g2, . . . ,gm) , whereg j(xi) is obtained by taking average
value of f j(xi) in the neighbourhood ofxi i.e. g j(xi) =

1
ki

∑xi∈NNki
(xi) f j(xi).

4.Calculate the comparison functionh by h(xi) = f (xi)−g(xi),for i = 1,2, . . . ,n.
5.Computed2(xi) = [h(xi)− µ ]T ∑−1[h(xi)− µ ] for i = 1,2, . . . ,n.

If d2(xi)> θ , thenxi is a spatial outlier with respect toY.
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Fig. 1: Graph showing number of crimes as a function of population ofage group 15-19 years

Fig. 2: Graph showing number of crimes as a function of population ofage 15 years

4 Experiment and Discussion

We have applied the well-known mean algorithm to the crime data of India, 2014 which has been compiled by Ministry
of Home Affairs [9]. This data is a type of spatial data where spatially referenced points were given to be set of states
and union territories. We have considered figures of 29 states and one union territory, Delhi. So in our case we have
30 spatial points, whose spatial attributes are chosen to beset of latitudes and longitudes passing through that location
and non-spatial attributes are given to be figures of different types of crimes, which are already given state wise. In our
experiment, we are considering 13 non spatial attributes (means 13 types of crimes). For each spatial referenced pointxi ,
the spatial neighbourhood is the set consisting of all spatial points which share common boundaries withxi . So for each
xi , number of members in the spatial neighbourhood were taken to be variable, which we denote here byki , i = 1,2, . . . ,n.
The dataset has been standardized and we have applied the mean algorithm and obtained the results.

As can be seen from Table 1 that Delhi is detected as the top most spatial outlier because it has the largest mahalanobis
diatsance 27.02. This largest mahalanobis distance mainlycomes from the contribution of the corresponding attribute
crime (standardised value of rate of violent crime 4.44 ) as compared to its neighbouring states, Haryana(0.57), Uttar
Pradesh(-0.63) and Rajasthan(-0.39). The second detectedoutlier, Bihar has also high rate of violent crimes (standardised
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Fig. 3: Flow chart of Mean Algorithm
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Table 1: Table showing top 5 outlier
Rank States Mahalanobis Distance
1 Delhi UT 27.0249
2 Bihar 25.8729
3 Kerala 25.3219
4 Odisha 23.1297
5 Uttar Pradesh 22.8712

value 0.34) as compared to its spatial neighbourhood which consists of Jharkhand (-0.20), Uttar Pradesh (-0.63) and West
Bengal(0.10). This same argument is true for other detectedoutliers also. Next, we have done the regression analysis
between population of age group 15-19 years and separately for population of age 15 years with the crime values in
all states. We have obtained the linear relationships (please see Figure 1 and Figure 2) in both the cases with the same
regression coefficient R=0.77.

5 Conclusion

In this paper we have used the well-known mean algorithm for multiple attributes for detection of spatial outliers in the
state wise crime data of India, 2014 with multiple attributes. We have detected top 5 outliers by this algorithm. Further,
we have done regression analysis for the population of age group 15-19 years and separately for the population of age
15 years with the crimes data of all states. We have obtained linear relationships in both cases with significant values
regression coefficient R. The detected spatial outliers give us the states and union territories which need more attention
from the government so as to reduce crime there. Next, the regression analysis results show that a significant proportionof
teenagers are involved in crimes. However, these cases are the result of various socio-economic conditions prevailingin
our society. These are also accompanied by several factors that become obstacles in their development process. According
to researchers, almost all juvenile criminals are illiterate or limited to primary education and rapid growth of information
technology has led them to cyber-crimes. Also, opportunities are limited, so this leads to their involvement in criminal
activities. Special measures should be taken by the government to create, implement and monitor a national action plan,to
promote primary prevention response, integrate crime prevention into social and educational policies etc. Also, theyshould
think to give proper guidance, corrective treatments, education, healthcare etc. for children so as to increase possibility for
their better life. Also, the government could think of reducing juvenile age further, whenever necessary and also to pay
more attention to enforce law and maintain criminal justiceetc.
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