J. Stat. Appl. Pro5, No. 3, 377-384 (2016) %N =¥\ 377

Journal of Statistics Applications & Probability
An International Journal

http://dx.doi.org/10.18576/jsap/050301

Parameter Estimation of the Marshall-Olkin Exponential
Distribution under Type-ll Hybrid Censoring Schemes
and its Applications

Mukhtar M. Salah

Department of Basic Engineering Science, College of Eraging, Majmaah University, Kingdom of Saudi Arabia

Received: 10 Apr. 2016, Revised: 5 Jul. 2016, Accepted: 201l6
Published online: 1 Nov. 2016

Abstract: Marshall-Olkin exponential distribution has been studigdSalah, et al. J1,12]. In this paper, we consider the analysis
of the hybrid censored data when the life time distributiérthe individuals item is a two-parameter Marshall-Olkinperential
distribution. We study the estimations of the sh&p¢ and scal€A) parameters of Marshall-Olkin exponential distributiorséa on
Type-II hybrid censoring scheme. Using the EM algorithm ¢onpute the maximum likelihood estimators as it observet ttiese
estimators can not be found explicitly. Finally, we obtdie bbserved Fisher information matrix that can be used fostcocting the
asymptomatic confidence intervals. Numerical simulatsoparformed.
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1 Introduction

The censored sampling occur in a life-testing experimergéver the experimenter can’t observe the failure times of
all units placed on a life-test. For example consider athfsting experiment whenmeitems are kept under observation,
these items could be systems, computers, individuals imeal trial, in reliability study experiment, so that themoval

of units from the experimentation is pre-planned and inbera, and is done in order to provide saving in terms of time
and cost associated with testing. The data obtained fromexjeriments are called censored data. Here we mention the
most common censoring schemes which are the Type-I and Mge&soring schemes they can be described as follows.
Let us considen unites are placed on a life-test then, type-I (time) cemgpriSuppose it is decided to terminate the
experiment at a pre-determined tifieso that only failure time of these items that failed priothis time recorded, the
data so obtained from this process constitute a type-I cedsample. Type-ll censoring: If the experiment is terrr@da

at theR" failure, that is at timeXg,, we obtain type-Il censored sample, h&s fixed, while Xg, the duration of the
experimentis random. Many articles in this literature hdigeussed inferential method under type-l and type-Il ceng

for various parametric families of distributions, for matetails, see for example, Balakrishnan and Coli€h Pradhan

and Kundu p]. The mixture of type-1 and type-Il censoring schemes isknas the hybrid censoring scheme and it can
be defined as follows. Supposédentical units are put to test under the same environmeaotalitions and the lifetime

of each unitis independent and identically distributedd.) random variables. The test is terminated when a pre-chosen
numberR, out of n items have failed or a pre-determined tifieon test has been reached. This scheme is known as
Type-1 hybrid censoring scheme which introduced by EpglinThe Type-I hybrid censoring scheme has been used as a
reliability acceptance test in MIL-STD-781 @]. For more details about Type-I hybrid censoring schemesoam refer

to Chen and Bhattacharyaq], Ebrahimi [14,15], Jeong et al. 9], Gupta and Kundul7,18], Childs et al. ], Kundu

[6] and Singh, S. K.20]. Since Type-I hybrid censoring scheme have disadvantagéisere may be very few failures
occurring up to the pre-fixed time. Because of this, Childs et al][ proposed a new hybrid censoring scheme known
as Type-Il hybrid censoring scheme which can be defined bsv®lsee, Banerjee and Kundl] ). Putnidentical items
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Fig. 1: title

on test, and then stop the experiment at the randomTime maxxgn, T} , whereR, andT are prefixed numbers and
Xrn indicates the time oR™ failure in a sample of size.

We have one of the following three types of observations ufgee-11 hybrid censoring scheme :

Case 1:
{X]_:n < X2:n <. < XR;n} |f XR;n > T
Case 2:
{Xin < Xon < ... < Xgin < Xgr1n} IF R<d <nandxgn < T < Xgiin-
Case 3:

{Xl;n < X2;n <. < Xn:n < T},
wherex;n < Xon < ... < Xgrn denote the observed ordered failure times of the experahantits. The following digraph

describe the schematic representation of the hybrid cemgsscheme.

The purpose of this paper is to study the hybrid censoretinifedata when the lifetime of each experimental unit
follows a two-parameter Marshall-Olkin exponential dtsttion (MOE) distribution for the shape and scale paransete
This distribution was studied recently by Saldfi,[L2]. The cdf of MOE distribution is given as follows:

a

-_— 0< ) OandA >0 1
(e“—(l—a))’ <x<o,a>0andA >0, Q)

F(x)=1-

and its pdf is given by:
arelx )

—_— 0<x<o,a>0andA >0,
[ —(1—a)]

whereaq is the shape parameter ahds the scale parameter.

f(x) =

Whena = 1, the MOE distribution reduces to the exponential distributiand whero = 2, the MOE distribution
reduces to the half logistic distribution. Note that Eq$aiid (2) are respectively for the two-parameter MOE distrdmn.
The rest of this paper is organized as follow: Section 2,emtssthe maximum likelihood estimators (MLE’s) of the

shape and scale parameters. In Section 3, we present thegekitlain to estimate the MLEéa,)\) . In Section 4, we

present the Fisher information matrix in order to estimhe 5% asymptotic confidence interval. Finally, simulation
study and numerical analysis are presented in Section 5.
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2 Maximum Likelihood Estimators

In this section, the MLEs of the model parametersand A for the MOE distribution are presented. Suppose
X1n,Xom, ..., Xrn aren independent random variables in presence of Type-Il hyteitsored samples from the MOE
distribution. The likelihood functions for the three types observations under Type-Il hybrid censoring scheme are
given, respectively, by:

Case 1: .
n!
_ NI (=R
L(a.h) = gy [ 00 12— F Oxn)) ™ 3)
for Case 2,
n 4
_ N (n—d)
L(a,h) = g [] Fo0 R =FMI™, (4)
finally for Case 3 we have
n
La,A)=T1f(x)- (5)
[
Therefore, the three cases can be combined together to be
L(a,,\):Lflf(m[l_l:(c)]m—”, ®)
(n—r)tL
where
R for Casel
r={d for Case 2
nfor Case 3
and

Xrn for Case 1
T for Case 2 and 3.

C=
By substituting Egs.(1) and (2), respectively, into EqdBdl taking the logarithm with ignoring the constant we get
r r
InL(a,A) =nlna+rinA —(n—nn|e®—1+a|+A T x-2Y In|e™ -1+a], (7)
[ ROXEU )

for simplicity let us denote Ih(a,A) by InL. Differentiating Eq.(7) with respect ta andA , respectively, to get

dlnL  n n—r r 1
e L —2 8
da  a ec-1+a i;ebq—lJrO{’ ®)

and

dinL _r (n—r)ce'° r_<1 2eM% ) ©

oA X_ef\c—1+a+gix' S eM—1ta

From Eqg. (8) and Eg. (9) one can find the MLE'smfandA by solving these equations numerically since it can’t be
solved analytically.

3 EM algorithm

From the previous section it observed that the MLE'sacoind A can not be solved analytically, so one of the most
common method used to find the solution numerically is thedEtqtion - Maximuzation algorithm (EM algorithm). EM
algorithm is a very powerful method tool in handling the ingaete data problem as it presented by Dempster e8lal. [
First let us denote the observed and censored da¥ by Xin, Xon, ..., Xrn) @ndZ = (Z1:n, Zox, ..., Zrn), respectively.

The censored dafa can be thought of as missing data. the combinatiowet (X,Z) forms the whole data (complete

(@© 2016 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

380 N SS 2 M. M. Salah: Parameter estimation of the Marshall-Olkin...

data). In the next procedure we follow the method of Kundu Bretdhan 7] for missing data introducing. Now the
log-likelihood function of uncensored data Eq. (7) is givsn

Le(a,A) = nina +ninA +)\_ixi+)\§a
—22|n [W—Ha} —2_ni|n [eM—lJra}. (10)

For the E-step of the EM algorithm, need to compute the pségitikelihood function ads(a,A) = E[Lc(a, A | X)]
where

Ls(a,A) = nina +ninA +)\lei—2igln [ef\x"—1+a}

+A2E[Z; 1Z >c)]—2_anE [m (ef\zi _1+a) 1Z >c}.

(11)
Applying same procedure as used in Ng, et8L It can be readily seen that:
efc—1+a . efc—1+a
and
E[In (e“i—1+a) |Zi>C] —1In [e/‘c—1+a]. (13)

In M-step if at thek!" stage, the estimation ¢fr,A) is (Ek,)\Nk> , then (a;+1,A;1> can be obtain by maximizing the
pseudo log-likelihood Eq.(10) as

r r )
L(a,A) = nina 4ninA +/\i;)q_2i;|n {e“'—1+a}

+A (N—1)AC, G, Ak) — 2(n— 1)B(C, i Aw), (14)
where s
A(c,ox,Ak) =E[Z | Z > c)],
B(C, G, M) = E [n(e%-1+a)|z>c|.
By applying the same procedure in Gupta and Kurid] in the M-step, one can get that

a(A) = n , (15)

25 [ —1+ta]

and
A =K(A), (16)

r—n ~ 01l 2eM% o
A(Ca akv/\k) + = ZN B ——— 1 .
n ni< eM—1+a(A)
To solve Eq.(16) by iterative technique suppadgeis an initial guess value fok successive approximation af are
A =K(Ao),A2 =K(A1),..., Akr1 = K(Ak). Stop the iteration at thé" iteration if [A 1 — Ax| < &, for some pre-specified

where

K(A) =

small value of the erros. Let A be the estimated value obtained by solving Eq.(16), therefore the estimated vafue
is obtained by solving Eq.(16) and (15) consequently.
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4 Fisher Information Matrix

In this section, we present the 95% asymptotic confidenesval for the parameteis andA using the observed Fisher
information matrix . Using Eq. (7) the Fisher informationtniais given by

~ Y |l
@h) =[] a7)
where
d%lnL  —n n—r r 1
hh=2"r-4 T oy~
BT 0a7 T a? T jge 14 q]? 2, [ 1+ a)?
| d%°InL _ (n—r)cet® +2' x e
12= —,
000X  [ghe_14q]’ i; (% —1+a]?
| _02InL_—_r+(n—r)(1—or)ce?‘C r x2eM
N A FI Y T
and
l21=l12.

By finding thel ‘1(5,)\) one can get the estimate of the asymptotic variance-covaimatrix of the MLE’s where the

diagonal elements ih‘l(a,)\) give asymptotic variance af andA respectively. Therefore using large sample theorem,
the two sided 10Q — y)% approximate confidence intervals mrandA can be constructed respectively as

a4+ Zl_;?/ var(a),

and

~

)+ Zlf% var(A).

5 Numerical Results

In the previous sections, we have found that the MLE’s foruthienown parameteis andA can not be solved analytically.
Thus we solved it numerically by generating a random sangdlsize (n= 10,20 and 3(Qfor fixed values of @ =1,2,2.5

and A = 1,2). The simulation study is performed to find the MLE<§, X) and the two sided 14Q — y)% approximate
confidence intervals foor andA for different random samples of hybrid censored data andiféerent choices oh,r,
andT values. The MLE’ E,X and the two sided 1QQ — y)% approximate confidence intervals forandA are
obtained and tabulated upon using the Mathematica 6.0 gackdh more than 1000 runs in Tables(1,2,3) below.
Example 1Real Data Set: (see, Baii(] ) Suppose 20 items from an exponential population are puifestest and
observed for 150 hours. During that period 13 items fail whit following lifetime, measured in hours: 3, 19, 23, 26, 37,

38, 41, 45, 58,84,90, 109 and 138. Now suppose we have tloavfolj setup of the same experiment, n = 20, R =10 and
T = 150. Then we have the following data;, 3, 19, 23, 26, 3743845, 58 and 84. One can easily conclude that the MOE

distribution gives better fits for the given data. We find theB (E,X) are as followsr = 7.608 with MSE equal to

0.0002 and) = 0.0202 with MSE equal to @203 For the 95% asymptotic intervals we hawec [—13.7287,28.9462
andA € [—0.00240.0429.
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Table 1: The maximum likelihood estimators, the 95% asymipiotervals
and MSE for the parametessandA when @ =2 andA =1)

a A
n r T MLE oL ay MSE MLE AL Au MSE
10 5 8 41496 -—-3.4031 117023 00289 03220 01461 04979 12408
10 6 8 42067 —-2.0585 104720 00751 05963 03495 08431 19062

20 10 5 20435 -0.7317 66187 00448 04801 02972 06630 (09003
20 15 5 26415 -0.2655 55485 Q0730 05809 03343 08274 08616

30 20 10 12994 -0.0102 26091 00150 02441 01236 03645 01631
30 25 10 05300 -—-0.0870 10971 Q00240 02593 00774 04412 00750

Table 2: The maximum likelihood estimators, the asymptiotiervals
and MSE for the parametessandA when (@ = 2.5 andA = 2)

a A
n r T MLE oL ay MSE MLE AL Au MSE
10 5 8 47459 36337 131256 00286 03337 01656 05018 14269
10 6 8 48406 —2.7215 124029 00349 (03851 02073 05629 14859

20 10 5 120169 -0.8542 248881 003255 06147 05109 07185 40372
20 15 5 50674 Q0137 101212 00666 06881 04982 08780 17743

30 20 10 48805 03993 93618 00386 05268 03832 06704 12045
30 25 10 06056 —0.0330 12442 00168 02273 00820 Q3726 00740

Table 3: The maximum likelihood estimators, the asymptotiervals
and MSE for the parametessandA when (@ =1 andA =1)

a A

n r T MLE aL oy MSE MLE AL Au MSE
10 5 8 19353 -1.9254 57960 Q0271 027184 00762 04674 05354
10 6 8 11033 -0.9884 31950 002910 02638 00476 04800 02815

20 10 5 25655 -—-0.7978 59289 004488 04610 02702 06518 07911
20 15 5 10497 -0.2518 23513 00865 05058 01704 08413 03359

30 20 10 04576 —-0.0073 09225 00098 01944 00950 02938 00461
30 25 10 03316 -0.0175 06808 00186 02272 Q0661 03883 00404

6 Conclusion

This paper, considered the analysis of the hybrid censatdwhen the life time distribution of the individuals itesna
two-parameter Marshall-Olkin exponential distributidh.also studied the maximum likelihood estimations of the
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unknown shapga) and scale(A) parameters of Marshall-Olkin exponential distributiorsé@ on Type-Il hybrid
censoring scheme. The EM algorithm, Fisher informatiorrixatith numerical results were presented.
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